
uD
0.5

0.5









:= SΩDii

π
4







2

1.03 uDii
⋅ λDii







2
⋅:=

SΩmeii

π
4

0.475 λii 1+⋅( )2
⋅:=

D vs me:

= Ep = Eeff in 
Desert's sheetSΩD

0.72

0.24









mm
2
sr= SΩme

0.74

0.28









mm
2
sr=π

4

1.03

0.95








2

⋅ 0.92=

TaD 250K:= TtD 280K:= TsupD 280K:= Tatm 270 K= Ttel 280 K= Tfme 77K:=

From my calculations in II.2., the dominant background is due to atmosphere and telescope, and 
in a lesser extent the 77K stage. In Desert the filter transmission is low compared to mine (see 
below), which means a higher emissivity thus a higher contribution, but he includes the filters in 
a global term Psup including also mirrors, window and lens; at 280K with a 5% emissivity. 

Transmission factors:

1) atmosphere

τD1mm 0.35:= => ATM gives: τD2mm 0.13:= τ ν ii 1+ 0,( ) 0.07

0.13









= τ ν ii 1+ 1,( ) 0.29

0.69









=

Desert atmosphere is not great (~4mm wv), but between my 2 extreme choices

eaD 1 exp
τD2mm

τD1mm









−








−:= eaD
0.12

0.30









= eameii v,
ea ν ii 1+ v,( ):= eame

0.07

0.12

0.25

0.50









=

V. Simplified bare pixels sensitivity calculations com pared to a similar work by Desert

In "The case for a bolometric millimetre camera at the IRAM 30m telescope", Astro-ph 29 Jan 
1999 and IRAM Newsletter Jan 1999, Désert & Benoit presented an estimation of bolometer 
performances for the 30m. Using the updated revision by Desert (2008), these performances are 
claculated again below and compared with a simplified version of my estimations to verify (1) the 
consistency of my procedure, (2) that with some approximations only few simple calculations are 
necessary, and (3) illustrate the effect of some variations in the input parameters.

Input parameters and hypothesis:
Desert : Me:

Telescope area: A 707 m
2=

2 wavelengths ii 0 1..:=

λii 1+
2.05

1.25









mm= ν ii 1+
146

240









GHz=λD
2.1

1.2









mm:= νD
c

λD
:= νD

143

250









GHz=

δλ
λ

 =
2 ν ii 1+ w

ii 1+⋅

ν
2

w
2−( )

ii 1+

0.28

0.39









=δν
ν

0.30:=
δν
ν

νDm νD 0.85⋅:= νDM νD 1.15⋅:=

δνD νDM νDm−:= δνD
43

75









GHz= 2 w
ii 1+

40

90









GHz=

Writting the pixel size uFλ (see II.), the throughput SΩ=(πD2/4)*((π/4)*(u*λ/D)2)=(π/4)*u2*λ2 

Desert takes a pixel sampling a FWHM beam, (he 
uses the true factor 1.03, I approximate it with 1). 

I take 0.5 Fλ for both bands, but 
with a 5% gap between pixels:

ume 0.95 0.5⋅:= ume 0.475=
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0.5

0.6

ηbLT u ν1, 0,( )
ηbLT u ν2, 0,( )

u

The figure opposite shows the integral of 
the diffraction pattern up to the pixel size 
(u) in unit of Fλ (=> ηbLT = pixel efficiency). 
The red line is for the 2mm band and the 
blue line for the 1mm band. u=0.5 is 
required for Nyquist sampling and gives 
ηpix. u=1 is for beam sampling (= FWHM). 
u=2 is the full beam (1st dark ring) and 
gives ηBeff.

The only efficiency related 
to the diffraction pattern in 
Desert's Excel sheet is 
his main lobe efficiency:

pixel: ηpixmeii
ηbLT rs ume⋅ ν ii 1+, 0,( ):=

EffLP
0.50

0.25









:=

FWHM: ηHPmeii
ηbLT rs 1⋅ 0.95⋅ ν ii 1+, 0,( ):=

Usually "main lobe" refers to the full 
beam (2Fλ), it seems this is what he 
means in his calculation of the power 
from a point source (see the factor 
EffLP/5 below), but his calculation of 
the NEFD suggests he rather means 
FWHM efficiency ("4 pixels per beam") !

1st ring: ηBeffmeii
ηbLT rs 2⋅ 0.95⋅ ν ii 1+, 0,( ):=

ηpixme
0.13

0.09









= ηHPme
0.38

0.26









= ηBeffme
0.60

0.40









=

For the 2mm band EffLP is between my Half Power efficiency and beam 1st dark ring efficiency, 
whereas for the 1mm band EffLP = ηHPme. Does this mean that one of Desert's values is wrong ? 

5) others leakage & blockage to 0.97=

Apparently no other factors for D&B detector quantum efficiency ηd 0.90=

forward 
efficiency Feff ii 1+

0.90

0.86









=

Remark: though Tatm-TaD=20K, for identical contents of water vapor my tame is few % < taD 
because Desert's τ are at Zenith whereas mine are corrected for 50 degree elevation.

2) telescope emissivity
etD 0.1:= et 0.11=

3) filters + 77K lens 

I choose nfb 7= filters stages plus the band pass filter plus 1 lens, each with a transmission 
tf 95 %=  but only nf77 3= on the 77K stage while the others are at colder stages.

Desert assumes a warm lens, I find [thesis] e(2cm)=5%, 
but he took e(5cm)=15%, (my tfD = his tfilt*tlen) tfme tf

nfb 1+:= tfme 0.66=

tfD 0.15 0.85⋅:= tfD 0.13= efD 1 tfD−:= efD 0.87= efme 1 tf
nf77−:= efme 0.14=

0.15 vs 0.66 ==> Desert filters are really bad compared to Cardiff's specifications !

If I would use filters as bad as Desert's, I would have to choose Tf<<10K to avoid Pf dominates the 
background ! Desert avoid the problem introducing an artificial esup = 5% ; suspicious (see below) !

4) efficiency linked to the diffraction pattern
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etfme efme tf
nfb nf77−⋅:=

etsupD tfD 0.05⋅:= etsupD 0.64 %=
tskymeii v,

1 eameii v,
−





1 et−( )⋅ tfme⋅ to ηd⋅ Feff ii 1+
⋅





⋅:=
tskyD 1 eaD−( ) 1 etD−( )⋅ tfD⋅:=

ettD 1.3 %= ettme
5.5

5.3









%=
etaD

1.4

3.4









%= etame
3.3

5.3

11.9

22.3









%=
etsupD 0.6 %= etfme 11.6 %=

tskyD
10

8









%= tskyme
43

39

35

22









%=

Heat load from background power:

Recall of Plank black body brightness : Br T ν,( ) 2 h⋅

c
2

ν
3

exp
h ν⋅
k T⋅








1−
⋅:=

Assuming the product SΩ(ν)*et(ν)*Br(ν) is roughly linear in the bandwidth δν, its integration can 
be approximated with the product SΩ(νc)*et(νc)*Br(νc)*δν where νc is the band center, thus giving 
simple formulas for the power deposited on the detectors:

PaDii
SΩDii

etaDii
⋅ Br TaD νDii

,





⋅ δνDii
⋅:= Pameii v,

SΩmeii
etameii v,

⋅ Br Tatm ν ii 1+,( )⋅ 2⋅ w
ii 1+⋅:=

PtDii
SΩDii

ettD⋅ Br TtD νDii
,





⋅ δνDii
⋅:= Ptmeii

SΩmeii
ettmeii

⋅ Br Ttel ν ii 1+,( )⋅ 2⋅ w
ii 1+⋅:=

PsupDii
SΩDii

etsupD⋅ Br TsupD νDii
,





⋅ δνDii
⋅:= Pfmeii

SΩmeii
etfme⋅ Br Tfme ν ii 1+,( )⋅ 2⋅ w

ii 1+⋅:=

In his 2008 revision, Desert added calculations for the same λ as me, with filters closer to mine 
tfDnew=0.7, a revised EffLP that I cite below as Beff because the values come from Beff in Greve's 
article "The beam pattern of the IRAM 30m telescope", and the other factors follow the same rule 
as his "initial case". The ratios of his "best case" factors versus my transmission fact ors :

λ: SΩ: t atmo: Beff: telescope + lens 
filters + others 
(but without Feff):

Global ratio 
without Beff:

2.05mm
69

74
0.93=

0.96

1 0.07−
1.03=

0.54

0.60
0.90=

1.03
2

0.93⋅
Feff ii 1+

1.10

1.15









=
1.25mm

26

28
0.93=

0.91

1 0.12−
1.03=

0.42

0.40
1.05=

0.7 0.85⋅
0.66 0.97⋅ 0.9⋅

1.03=

==> Desert's "best case" global transmission is comparable to mine, whereas the match with 
his "initial case" is really poor (global ratio D/me=0.24) becausse of his bad filters. Keeping 
the bad filters for the continuation of the comparison below will bring an interesting result.

6) Global factors for atmosphere, telescope and cryostat optics

etaD eaD 1 etD−( )⋅ tfD⋅:= etameii v,
eameii v,

1 et−( )⋅ tfme⋅ to ηd⋅ Feff ii 1+
⋅





⋅:=

ettD etD tfD⋅:=
ettmeii

et tfme⋅ to ηd⋅ Feff ii 1+
⋅





⋅:=
Desert has no direct contribution of filters, but 
an artificial e=5% warm optics contribution:
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My results are consistent with III.2. ==> the linear approximation of  the spectral power in the 

bandwidth is correct (and PtD 1%< Desert's Excel sheet 3rd oder polynome approximation of Br).

- Atmosphere: |PaD-PapD|>0 comes from the transmission (opacity) model ; Desert uses a 3rd 
order polynome fit for each band (from my thesis), more precise than the global multiband fit I 
defined in III.1. Beside the atmosphere model, the other transmission factors contribute to the 
difference between Desert's sheet and Pame.

- Telescope: the transmission factors explain the difference between Desert's sheet and me.
- Cryostat optics: Desert's Psup using his "best case" transmission factors (0.7 for the filters) is 
~= Pfme, though calculated with different hypothesis, mostly because his Tsup > to my Tf is 
compensated by his low "suplementary" emissivity (esup=5%). But using the very low 
transmission of his "initial case" filters (0.15) in my method gives a very big filter emissivity, thus 
a very strong totally dominant and unrealistic contribution of the filters to the background. 

Beside these differences, our calculations are consistent with each other so far.

Remark: my optics description [77K + 4K + cold parts] seems more realistic than Desert's low 
transmission, low emissivity, warm supplementary component. Nevertheless my method 
assumes e+t=1, hence reflection is neglected. For the mirrors reflection = transmission of the 
signal to the cryostat (so it's OK), but for the filters the reflection is back to the sky. Thus Pfme 
may be actually lower than my calculation, but the filters transmission shouldn't be changed, 
hence neither the effect on the other background sources, so I still prefer my method.

Typical sources power

Extended source: TRJt 1K:= BRJt λ( )
2 k⋅ TRJt⋅

λ
2

:=

PrjDii
SΩDii

tskyDii
⋅ BRJt λDii







⋅ δνDii
⋅:= Prjmeii v,

SΩmeii
tskymeii v,

⋅ BRJt λii 1+( )⋅ 2⋅ w
ii 1+⋅:=

From III.2. @ 1mmwv:
PrjD

19.5

27.4









fW= Prjme
85

173

68

98









fW=

~small difference with his sheet 
due to 3rd order approx in band 
integration in his calculation.

PRJbii 1+ 0,

84

175









fW=With 
EffLP: EffLP

ii
PrjDii

⋅
9.8

6.8









fW=

PTD PaD PtD+ PsupD+:= PTmeii v,
Pameii v,

Ptmeii
+ Pfmeii

+:=

PaD
0.67

2.80









pW= PtD
0.68

1.18









pW= Pame
1.7

6.2

6.2

26.0









pW= Ptme
3.0

6.4









pW=

PsupD
0.3

0.6









pW= PTD
1.7

4.6









pW= Pfme
1.7

3.7









pW= PTme
6.4

16.2

10.8

36.0









pW=

Desert's sheet using my Thesis polynomial 
approximation for atmospheric transmission:

My values with the exact calculations from III.2.:
PTmii v,

Pabii 1+ v,
Ptbii 1+

+ P77bii 1+
+:=

Pads
0.77

3.05









pW:= His 
total: PTds

1.9

4.9









pW:= PTm
6.3

16.5

10.7

36.7









pW=
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NEPbcTmeii v,

Pameii v,
Ptmeii

+ Pfmeii
+

2 w
ii 1+⋅

:=NEPbcTDii

PaDii
PtDii

+ PsupDii
+

δνDii

:=

Coherent 
beam 
approximation 
(∆~1):

NEPbiTmeii v,
2 k⋅ Tatm etameii v,

⋅ Pameii v,
⋅ Ttel ettmeii

⋅ Ptmeii
⋅+ Tfme etfme⋅ Pfmeii

⋅+





⋅:=

NEPbiTDii
2 k⋅ TaD etaDii

⋅ PaDii
⋅ TtD ettD⋅ PtDii

⋅+ TsupD etsupD⋅ PsupDii
⋅+





⋅:=

Incoherent beam approximation (spacial coherence: ∆~λ2/AΩ):

Bunching noise (boson): NEPTOT=ΣNEP

NEPpTmeii v,
2 h⋅ ν ii 1+⋅ PTmeii v,

⋅:=NEPpTDii
2 h⋅ νDii

⋅ PTDii
⋅:=

Shot noise (Poissonian): NEPTOT
2=ΣNEP2

Photon noise (approximations):

==> Apart the problem of EffLP (B eff) in Desert's calculation for the 1KRJ extended 
source, and the very bad filters of his "initial ca se", Desert's and my calculations of 
powers are consistent, with only some minor differe nces in the transmission factors.

=> Desert's method suggests that EffLP is the (full) beam efficiency, 
which is apparently confirmed by his "best case" values for EffLP. 

ηBeffmeii

ηpixmeii

4.7

4.7









=

Pptobii 1+ 0,

1.7

2.5









10
17−

W=
Values from 
III.2. @ 1mmwv:

The factor EffLP/5 comes from the 
argument that 1/5 of the power is in 
the pixel, which is compatible with :

PptD
0.31

0.21









10
17−

W=
~same as 
his sheet

Pptme
1.7

2.5

1.4

1.4









10
17−

W=

PptDii

EffLP
ii

5
tskyDii

⋅ A⋅ Ft⋅ δνDii
⋅:=

Pptmeii v,

ηpixmeii

Feff ii 1+

tskymeii v,
⋅ A⋅ Ft⋅ 2⋅ w

ii 1+⋅:=
Using the same method as Desert's sheet:

Ft 1mJy:=Point source: 

Desert included the beam efficiency (EffLP) as a "pixel efficiency" for extended sources, but the 
convolution of diffraction beam with the source shape says that if the source image is bigger 
than the diffraction pattern, the illumination is mostly uniform, so Feff must be used, not Beff !

1.15 0.42⋅ 173⋅ 83.6=
~ same as 
his sheet

my value corrected with the differences in transmissions 
from Desert's Excel sheet and including his EffLP for my λ:

1.10 0.54⋅ 85⋅ 50.5=
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NEPsup: Desert's value from my old Excel sheet: with esup=0.02  (not 0.05) and without tfilt ! 
=> not compatible with his P sup  ! Using esup=0.05 and tfilt=0.15 in his Excel formula => 
results ~= calcul above (same difference as telescope case).

NEPbameii v,

Pameii v,

2 w
ii 1+⋅

:=
PaDii

δνDii

0.32

1.02









nu= 2 k⋅ TaD⋅ etaDii
⋅ PaDii

⋅
0.80

2.56









nu=

NEPbame
0.86

2.07

3.09

8.65









nu=PtDii

δνDii

0.33

0.43









nu= 2kTtD ettD⋅ PtDii
⋅

0.82

1.08









nu=
Ptmeii

2 w
ii 1+⋅

1.49

2.12









nu=
2 k⋅ TsupD etsupD⋅ PsupDii

⋅





⋅
0.41

0.54









nu=
PsupDii

δνDii

0.16

0.22









nu=
Pfmeii

2 w
ii 1+⋅

0.84

1.22









nu=Desert's sheet (index 2 is for boson):

NEPaD2
0.54

1.65









nu⋅:= NEPtD2
0.48

0.62









nu⋅:= My exact calculs from III.4.:

NEPsupD2
0.75

0.98









nu⋅:= NEPbamii v,
NEPbabii 1+ v,

:= NEPbam
0.8

1.9

2.7

7.9









nu=

a 2 factor is 
need to find my 
result:

NEPtD2

2

0.34

0.44









nu= NEPbtbii 1+

1.3

1.9









nu= NEPb77bii 1+

0.7

1.0









nu=

Numerical application:

NEPpameii v,
2 h⋅ ν ii 1+⋅ Pameii v,

⋅:=Convenient noise unit: nu 1 10
17−×

W

Hz
=

2 h⋅ νDii
⋅ PaDii

⋅
1.12

3.05









nu= NEPpame
1.83

4.44

3.46

9.08









nu=

2 h⋅ νDii
⋅ PtDii

⋅
1.14

1.98









nu= 2 h⋅ ν ii 1+⋅ Ptmeii
⋅

2.40

4.49









nu=

2 h⋅ νDii
⋅ PsupDii

⋅
0.80

1.40









nu= 2 h⋅ ν ii 1+⋅ Pfmeii
⋅

1.80

3.41









nu=

My exact calculs from III.4.:
Desert's sheet (index 1 is 
for poisson, 2 is for boson):

NEPpamii v,
NEPpabii 1+ v,

:= NEPpam
1.8

4.6

3.5

9.3









nu=

NEPaD1
1.22

3.22









nu⋅:= NEPtD1
1.15

2.00









nu⋅:=
NEPptbii 1+

2.4

4.5









nu= NEPp77bii 1+

1.8

3.3









nu=

NEPsupD1
1.44

2.51









nu⋅:= => In the bandwidth integration, the 
approximation of the spectral power 
by its value at band center gives 
correct results (errors are only few %).

NEPa: difference due to opacity model (see P)

NEPt: OK (linear vs 3rd order approximation)
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Desert imposes the constraint NEPint=NEPT/2 (as in my thesis). But the comparison NEPTD vs 
NEPTme show that without an excelent knowledge of the future instrument optical chain 
transmission, the safest attitude to make sure the detector intri nsic noise will be 
nigligible compared to the background is to impose NEPint  = min(NEP T)/6 (not NEPT/3 as 
expected from the value of NEPTme only) !

Optimal pixel intrinsic noise

=> My results are totally consistent with exact calculations in III.4. and III.5. The calculations 
from Desert's 2008 Excel sheet tend to converge towa rd mine (compared to his early work 
with Benoit), but there's errors in Desert's sheet remnant from  my thesis calculations...

NEPTds
2.8

5.6









10
17−⋅

W

Hz
:=

=> Desert's NEPTds > NEPTD because of the error in NEPsup and 
the 2 factor from polarisation in the bunching noise components 
(the effect of different fits for atmosphere opacity is much smaller)

not = NEPpTds because of the error in NEPsupD1

NEPaD1
2

NEPtD1
2+ NEPsupD1

2+
2.2

4.5









nu=

NEPTm
4.9

9.5

7.0

16.1









10
17− W

Hz
⋅=Total from each shot noise component:

NEPpTds
1.9

4.0









10
17−⋅

W

Hz
:=Ptot method 

(shot noise only)

NEPTmii v,
NEPphTbii 1+ v,

:=

My results from III.4.:Desert 10/2008 Excel sheet (4mm wv):

NEPTme
4.7

9.0

7.1

16.1









10
17− W

Hz
=NEPTD

2.0

4.2









10
17− W

Hz
=

NEPTmeii v,
NEPpTmeii v,






2
NEPbcTmeii v,






2+:=NEPTD NEPpTD
2

NEPbcTD
2+:=

NEPbcTme
3.2

5.4

5.4

12.0









nu=NEPbcTD
0.8

1.7









nu=

NEPbiTme
7.7

13.1

13.0

28.9









nu=NEPbiTD
2.0

4.2









nu=

NEPpTme
3.5

7.2

4.6

10.7









nu=NEPpTD
1.8

3.9









nu=

Total photon noise:

=> NEPbme are bigger than exact 
calculations because the correct 
spacial coherence for 0.5Fλ pixels is 
∆=0.8 (not 1 as in the approximation).

Desert's NEP are compatible with the coherent 
approximation using ∆=1, but for a 2 factor  ! This 
comes from my old excel sheet and supposed  that 
the incoming powers were all polarised  (dp=1 => 
po=2, instead of po=1 for unpolarized beam, see 
III.2), but from the calculations of P this is not the 
case ! => the 2 factor in Desert sheet is a mistake !
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Nb 4:=
2

3

4
1.5=

NEPND Nb NEPpTD
2

NEPDint
2+



⋅ Nb

1.5
NEPbcTD

2⋅+:=

NEPNmeii v,
Nb NEPpTmeii v,







2
NEPbareii 1+






2+





⋅ Nb
1.5

NEPbcTmeii v,






2⋅+:=

NEPND
4.7

10.0









10
17− W

Hz
= NEPNme

11.5

21.2

17.9

40.2









10
17− W

Hz
=

Impossible to define a general formula for RN=NEPN/NEP because it depends on NEPp/NEPb, 
only particular cases corresponding to the values calculated previously can be calculated:

NEPp=2NEPb: NEPp=NEPb:
R4D 2.1:= R4me 2.4:=

RND
1

13
11 Nb⋅ 2 Nb

1.5⋅+( )⋅:= RNme
1

2
Nb Nb

1.5+( )⋅:=
R16D 4.8:= R16me 6.3:=

RND NEPD⋅
4.7

10.2









nu= RNme NEPme⋅
11.8

22.3

17.5

39.5









nu=

NEPDint

NEPTD

2
:= NEPDint

1.0

2.1









10
17− W

Hz
= NEPbareii 1+

0.8

1.6









10
17− W

Hz
=

Though obtained with somewhat different hypothesis and reasonings the instrumental noise from 
Desert's Excel sheet is only a factor 2 above mine, so they are by chance roughly consistent.  

TOTAL optimal noise

NEPD NEPTD 1 0.5
2+⋅:= NEPmeii v,

NEPTmeii v,






2
NEPbareii 1+






2+:=

NEPD
2.2

4.7









10
17− W

Hz
=

NEPme
4.8

9.1

7.1

16.1









10
17− W

Hz
=

Desert 10/2008 Excel 
sheet (4mm wv): NEPds

3.2

6.3









10
17− W

Hz
:= results from III.4.: see 

NEPTme vs NEPTm

Co-addition of pixels

Consistency of physics : the effect of a physical environment on a system does not depend on the 
way the observer consider this system, in particular either as a whole or made of N subsystems. 
Thus N coadded pixels must be equivalent to 1 pixel the same size as them.

Only the throughput changes when scaling from a 0.5Fλ pixel to a 1Fλ: SΩ1Fλ = 4*SΩ0.5Fλ. 
Desert assumes NEP is poissonian and varies as N, where N is the number of coadded pixels. 

But the bunching noise NEPb~ ∆ P⋅ , and in the 0.5..4Fλ range ∆~1/ N so NEPb~N3/4 (see II.3).

Does the fact that NEPb varies with N3/4 mean that pixels are not independent ? Is it the 
effect of inter pixel correlation and is it equivalent to the covariance matrix in Zmuidzinas ?

number of pixels to coadd:
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NETNme
241

217

466

725









µK s⋅=NETND
425

648









µK s⋅=

NETNmeii v,

NEPNmeii v,
TRJt⋅

2 Nb Prjmeii v,
⋅

:=NETNDii

NEPNDii
TRJt⋅

2 Nb PrjDii
⋅

:=

Nb coadded pixels:

The source temperature is proportional to the brightness = flux/steradians, which is the quantity 
to measure for extended sources. For this reason the NET is often used as a parameter of 
sensitivity to extended sources . But since its value depends on pixel size, the universality of 
such parameter can only exist if it is defined for a standarised size: the FWHM beam or full 
beam are usually used. Desert uses the FWHM beam (4 pixels), like I do.

=> Desert's NET inherit the problems from EffLP in his PRJ and the wrong Psup in his NEP. 
When introdrucing these "factors" in the calculation, a small difference with the results of 

his sheet remains, it is due to the 3rd order approx he uses for the band integral.

NETme
401

373

742

1164









µK s⋅=
NETDii

EffLP
ii

NEPdsii

NEPDii

⋅
2321

6506









µK s⋅=
~ close to 
his values

Desert's 
sheet:

NETmeii v,

NEPmeii v,
TRJt⋅

2 Prjmeii v,
⋅

:=NETD
797

1223









µK s⋅=NETDii

NEPDii
TRJt⋅

2 PrjDii
⋅

:=

The 2 factor comes from the sampling frequency and is introduced to make the defined quantity 

proportional to the integration time. This is stressed in the units by the use of s instead of Hz 

(in other words Hz refers to the quantity before sampling and s refers to the recorded data).

NET
NEP λ

2
⋅ po⋅

2 SΩ⋅ tsky⋅ 2k⋅ ∆ν⋅
:=

NEP
NET

NEP TRJ⋅

2 PRJ⋅
:=

NEP Replacing PRJ with its 

1st order approximation:

General formula 
compatible with 
Desert's formulation:

1 pixel:
µK 10

6−
K:=

Noise Equivalent Temperature Density (NET):

Remark: my transmission criterias and the blackbody properties of the background components 
implies that the constraint on the instrumental noise is R4me/2=1.2 less demanding for a (1Fλ)2 
area than expected from "poissonian" scalling of 0.5Fλ pixels. Hence the bunching noise implies 
that it is more (less) demanding to build small (big) pixels than expected from shot noise only !

Co-addition is useful to check the calculation of NEP is coherent with variation of pixel size, 
besides it will help defining convenient sensitivity parameters (NET & NEFD) independent pixel.

=> The calculation of co-addition as a scalling to a bigger pixel is consistent at few %.

NEP1Fλ
12.0

23.0

18.0

41.0









nu=NEP1Fλii v,
NEPTb1Fλii 1+ v,

:=
From III.4. the NEP calculated 
for a 1Fλ pixel (same size as 
4*0.5Fλ pixels) is:
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NET1Fλ

2

255

233

474

742









µK s⋅=
as for 
1 pixel:

4 NEPdsii
⋅ TRJt⋅

4 2 EffLP
ii

⋅ PrjDii
⋅

1160

3253









µK s⋅=
NETdsii

NETNDii

2.7

5.1









= => my approximate 
calculations are 
compatible with the 
exact calculs from III.5..

Small difference with his sheet again due to the 3rd order 

approx of the band integral (whereas I use 1st order).

Remark: the definition of NET used here is between the "technical" pNET and the "practical" 
bNET from III.5. Indeed the sampling factor ( 2) is included here, but not the observing mode 

(ηo).

Noise Equivalent Flux Density (NEFD):

General formula compatible with Desert's formulation 
(Fpt = flux from a point source, Pbpt = power in the main beam):

NEFD ηo

NEPb Fpt⋅

2 Pbpt⋅
⋅:= ηo

The index b (in NEPb and Pb) referes to the beam and means this 
definition does not depend on the pixel size. 
The factor ηo is the observing mode efficiency; using Desert's notation:

ηo
2

EffMod
:=

EffMod

ηo allows the definition of a NEFD directly proportional to integration time. It 
counts for the signal modulation used to suppress background, and introduces 
2 terms: (1) the fraction of time actually spent on the source (typically 80% for 
On-The-Fly observing mode, and 45% for On-Off [Desert]), the remaining being 
mainly spent on the background reference, (2) the doubling of the background 
noise introduced with the subtraction. On-Off is often used with horns, but for 
filled arrays OTF seems better [IRAM bolo meeting 2008, GISMO].

ηo
2

0.8
:=

ηo 1.58=

1st order approximation using quantities calculated previously:

(ηbeam = integral of the diffraction patern up to the standard 
size: ηHP for the FWHM or ηBeff for the full main beam)

NEFD
ηo RN⋅ NEP⋅ po⋅

2 ηbeam⋅ A⋅ tsky⋅ ∆ν⋅
:=

RN

Scaling for 4 and 16 pixels

4

R4D
1.9=

NETD

1.9

420

644









µK s⋅=
4

R4me
1.7=

NETme

1.7

236

220

437

685









µK s⋅=

16

R16D
3.3=

NETD

3.3

242

371









µK s⋅=
16

R16me
2.5=

NETme

2.5

160

149

297

466









µK s⋅=

Desert's sheet for 4 pixels (FWHM beam): My results from III.5.:

NETmii v,
pNETTbii 1+ v,

:=
NETds

1164

3322









µK⋅ s⋅:= 0.5Fλ 
pixel

Desert calculates NETds=NET1pixds/2 as expected for 
4 pixels and a poissonian NEP. Though he neglects 
bunching noise his scalling is close to mine because 
his hypothesis on pixel size and transmissions give 
by cahnce 4/R4D=1.9. Hence the problems come 
again from EffLP in Prj and Psup in NEP, indeed:

NETm

2

419

391

738

1165









µK s⋅=

1Fλ pixel 
(FWHM 
beam) 

NET1Fλii v,
pNETTb1ii 1+ v,

:=
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Desert's 2nd calculation looks wrong to me because (1) P1mJy in Desert sheet = 5*PptD = power in 
the full beam, and 5*PptD/4 is NOT the power in the beam FWHM, (2) NEPds is the NEP in one 
pixel, so NEPds/ 4, is the NEP in a surface smaller than a pixel ! But by chance 4/ 4 = 4 is the 
poissonian scalling to get the NEP of the beam FWHM from 1 pixel, and 5*PptD is the power in the 
FWHM if EffLP is the efficiency of the beam FWHM (ηHP), not of the full beam (ηBeff) as 
suggested by the formula of PptD (hence a ratio 3/5 with my method, see below) ! With this 
gymnastics both errors cancel each other and the 2nd calculation is NEFD for the beam FWHM. 
Now replacing NET, Ppt and Prj with their parent formulas shows that the 1st and 2nd calculation 
are equivalent... but imply that EffLP is the pixel efficiency for extended sources in Prj !

=> Same result as Desert's sheet. So I understand his calculations, but disagree with them:

ηD NEPdsii
⋅ Ft⋅

5 PptD
ii

⋅

4

1

2
⋅

1

4
⋅

6.3

17.5









mJy s⋅=ηD NETdsii
⋅

2kGlh
ii

λDii






2
⋅

6.3

17.9









mJy s⋅=

ηD 2.11=ηD
2

0.45
:=

Desert uses On-Off for his "initial case", not OTF. This is not a 
mistake, just a choice of configuration. For the calculation of NEFDD 
I prefer keeping OTF for an easier comparison with NEFDme:

as in his sheetGlh
4.08

1.33









10
9−
sr=Glh

4 SΩD⋅

A
:=FWHM throughput in his formula:

Redoing Desert's calculations with his formulas and his values:

NEFDds
6.3

17.8









mJy⋅ s⋅:=
=> My approximate formulas 
give again results close to the 
exact calculations from III.5.

NEFDm
2.6

3.5

4.8

10.7









mJy s⋅=

NEFDmii v,
bNEFDTbii 1+ v,

:=

My results from III.5. (for a 1Fλ 
pixel = 4 coadded 0.5Fλ pixels):

In his sheet, Desert does several calculations of NEFD: 
- 1st calculation: he uses the formula with the FWHM 
beam NET and Ωb (Glh in his notation).

- 2nd calculation: he uses the formula with the NEP of 
one pixel, 1/4th of the full beam Ppt and the inverse of 
the scalling needed to get the NEP of the FWHM !

The 2nd calculation looks wrong, but he finds for both:

NEFDme
2.5

3.2

4.8

10.7









mJy s⋅=NEFDD
5.7

17.5









mJy s⋅=

NEFDmeii v,

ηo NEPNmeii v,
⋅ Ft⋅

2 Pptmeii v,
⋅

ηpixmeii

ηHPmeii

⋅:=NEFDDii

ηo NEPNDii
⋅ Ft⋅

2 3⋅ PptDii
⋅

:=

ηHPmeii

ηpixmeii

3.0

3.0









=
Problem: in his sheet Desert calculate Ppt for one pixel and for the full 
main beam. Since the ratio for his scalling is similar to mine, let use 
also my ratio for the scalling from one pixel to the beam FWHM:

As previously, the standard size chosen is the beam FWHM (1Fλ), so 4 pixels coadded.

NEFD ηo RN⋅
Feff

ηbeam
⋅

NET 2⋅ k⋅ Ωb⋅

λ
2

⋅:= RN
Link to the NET defined above 

using 1st order approximation: 
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Now let's go back to my calculation with my transmission parameters and have a look at the 
evolution of the NEFD with the diameter u of the disc of integration of the beam (u=0.5 <=> 
1*0.5Fλ pixel, u=1 <=> 4*0.5Fλ pixels coadded, u=2 <=> ~16*0.5Fλ pixels coadded, etc.). For 
the optimal atmospheric conditions one gets:

=> From the comparison of Desert's 1st and 2nd calculations with my calculation of NEFDD, the 
factors (2), (3), and (4) remain. The small additional difference is due to the 3rd order 
approximation of the band integration (see NET).
It may seem strange that Desert uses the factor 1.7=ηBeff/ηHP (full beam to half power efficiency) 
whereas the rest of the formula uses terms calculated for a single pixel ! This oddity is explained 
remembering that Desert's deffinition of NET included the EffLP=ηBeff in his calculation of Prj, 
extracting this factor from his formula, then only remains 1/ηHP as expected from the theoretical 
formula linking NEFD to NET shown above. Thus Desert's 1st and 3rd calculations inherit from the 
problem of EffLP in NET, itself inherited from the calculation of Prj, but the problem is corrected 
thanks to the odd scalling factor ηBeff/ηHP !

1.7 ηD⋅ 2 NETdsii
⋅





⋅
2 k⋅ SΩDii

⋅

A λDii






2
⋅

⋅
5.3

15.2









mJy s⋅=
Verification redoing the calculation 
with his values and formula (attention! 
2NETds is the NET for one pixel):

NEFDds
5.3

15.2









mJy⋅ s⋅:=
NEFDDii

R4D

NEPdsii

NEPDii

⋅
ηD

ηo
⋅

5.3

14.8









mJy s⋅=
Which is close 
to his value:

So if my interpretation of Desert's 1.7 factor is correct the difference between his result and mine 
should be exlained with the following formula (attention! don't forget that downscalling NEFDD 
from 4 to 1 pixels needs a division by R4D):

ηBeffmeii

ηHPmeii

1.6

1.6









=
5

3
1.7=

including effects of 
surface errors I find:

Thus pixel to Full beam 
vs pixel to FWHM:

Indeed Desert says 1/5th of the total power is in the central pixel (see Ppt) and I showed above 
that the ratio of the integral of the beam to 1Fλ versus the integral to 0.5Fλ is a factor 3:

In his sheet, Desert does a 3rd calculation for the NEFD, using the NET like the 1st calculation, 
but this time it is the NET of one 0.5Fλ pixel and the corresponding solid angle, and he 
introduces a scalling factor 1.7 that he calls "intégrale pondérée optimalement de mesure de 
flux d'une source ponctuelle par rapport au bruit d'un pixel". Though this sentence is quite 
criptic, it looks like this factor is the right scalling to calculate the power from a point source in 
the FWHM from the power in the full beam.

NEFDDii

3

5
⋅

NEPdsii

NEPDii

⋅
2

R4D
⋅

ηD

ηo
⋅

6.4

17.7









mJy s⋅=Thus:

=> Same result as the calculations 
above. So the difference between me 
and Desert's formula is explained.

From previous observations, 4 factors should explain the difference between Desert's result and 
my calculation using his transmission factors: (1) the scalling from Ppt on one pixel to the power 
in the beam FWHM is a factor 3, not 5; (2) NEPds contains a wrong contribution of Psup and 
should be replace by NEPD; (3) Desert scalling of the NEP from a 0.5Fλ pixel to FWHM is 
purelly poissonian whereas with bunching it should be R4D; (4) Desert assumes OnOff, not OTF.
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NEFDvar u ii,( )

ηo NEPmeii 0,
⋅ Ft⋅

2 Pptmeii 0,
⋅

1

2
2 u⋅( )

2
2 u⋅( )

3+ ⋅⋅
ηpixmeii

ηb u ν ii 1+,( )⋅:=

0 0.5 1 1.5 2
2

2.5

3

3.5

4

4.5

5

5.5

6

NEFDvar u 0,( )

mJy s⋅

NEFDvar u 1,( )

mJy s⋅

u

Verification with the results from 
III.5. for u = 0.5, 1 and 2:

NEFDpmii v,

ηo

2
pNEFDTbii 1+ v,

⋅:=

u=0.5: NEFDpm
3.2

4.4

5.6

12.7









mJy s⋅=

u=1: NEFDm
2.6

3.5

4.8

10.7









mJy s⋅=

NEFDfbmii v,

ηo

2
pNEFDTb2ii 1+ v,

⋅:=

u=2: NEFDfbm
3.9

4.9

7.3

16.0









mJy s⋅=

=> This scalable formula of the NEFD is compatible with the exact calculations from III.5. 
Attention! it is correct only in the same range as the for the approximation ∆~1/u in the 
bunching noise, that is to say in the range 0.5<u<4 (see III.4.). The behaviour of the curves 
shows that as expected the optimal point source sensitivity is reached for the beam FWHM, 
thus the relevance to use this size as the standard size independent from a given pixel size. 

Remark: the calculations of the NEFD shown here includes the observing mode factor ηo, 
whereas the calculations of the NET didn't. I made this choice to be compatible with the 
approach of Desert's sheet, but it seems incoherent to me: why only one of both sensitivity 
parameters should includes information on the observing mode ? 

CONCLUSION OF THE COMPARISON BETWEEN F.X.DESERT 
CALCULATIONS AND MINE FOR THE SPECIFICATIONS OF AN OPTIMAL 
FILLED ARRAY AT THE 30M TELESCOPE

Though several significative differences exists between Desert's calculations and mine, 
the estimated optimal performances are consistent in less than an order of magnitude, 
with point source half power beam width (HPBW or FWHM) optimal sensitivity of few 
mJy s⋅ for the 1 and 2 mm wavelength bands and On The Fly observing mode. The 
increase of background due to bad weather degrades this sensitivity by a factor up to 5, 
but the sky noise inevitably present with bad weather is neglected here while its effect can 
be much worse. Nevertheless only best observing conditions and maximum dynamics 
deduced from the power received from strong sources are necessary to define the optimal 
pixel.
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Although Desert's results and mine are more convergent than previous works, some 
differences between us are still too important to call it compatibility. There's mainly 2 types 
of disagreements: (1) hypothesis on the physical properties of some elements of the 
system, and (2) the formulation of some equations. There won't be a final version of this 
work before the most significative differences recapitulated below are addressed:

1) Opacity of the atmosphere: Desert choose a rather mediocre atmosphere, whereas I choose a 
good atmosphere for the definition of the required optimal pixel noise performances (I also show 
the effect of bad weather mainly for information, but also to give the goal of the desired dynamics).
2) Transmission of the filters: Desert choose rather bad filters (tf=15%), I choose good filters 
based on Cardiff's specifications (tf=66% with 7 filters in series). The non-transmitted part of my 
filters is totally converted in emissivity, whereas part of it could be reflected back to the sky, hence 
decreasing a bit the NEP and NEFD, so increasing the constraint on the pixel performance, and 
the difference between Desert and I ! Desert filters are implicitly supposed highly reflective, 
otherwise their contribution would dominates the background.
3) If EffLP = Beff as suggested by its use in most calculations, then its value for the 1mm band is 
abnormally low. Still, I don't have a final answer on this subject because I haven't fixed yet the 
problem I discovered comparing Beff measurements with heterodyne feedhorns and deductions 
from antenna tolerance theory and holography measurement of the antenna surface errors.
4) Desert uses EffLP=Beff in P1KRJ, whereas I think Feff sould be used instead.
5) Desert doesn't use the same esup and tfilt in his calculation of Psup than in his calculation of 
NEPsup, which not calculated from Psup, but from a 3rd order approximation of the brightness 
B(Tsup) for a better approximation of the integral in the bandwidth !
6) Desert's bunching NEP (boson part) is polarized (introduction of a factor 2) whereas that is not 
the case for the other components.
7) Desert's NET inherits the problems from P1KRJ and NEPsup.
8) Desert's NEFD 1st calculation inherits the same problems as NET, in particular the efficiency 
hidden in his P1KRJ implies his result is NOT the NEFD for the beam FWHM.
9) Desert's NEFD 2nd calculation inherit the problem of NEPsup and uses weird scalling ratios for 
NEP and Ppt to find a formula equivalent to his 1st calculation.
10) The results of Desert's 3rd calculation is correct in terms of size scalling to get NEFD of the 
beam FWHM, but this is accomplished thanks to a "pickpoket trick": he applies the scalling factor 
from full beam efficiency to FWHM efficiency to single pixel quantities, so that the beam efficiency 
hidden in the P1KRJ of his NET is compensated correctly ! Thus in the end only remains the 
problem of Psup in his result. 
11) Why including the observing mode factor in NEFD but not in NET ? I think it would be more fair 
to use the same factors for both sensitivity parameters, isnt'it ?

Last important remark: If the pixel efficiency is not included in the definition of the NEFD (as 
eNEFD in III.5.) this can be highly misleading in terms of sensitivity interpretation (eNEFD keeps 
decreasing with pixel size). Hence I agree that NEFD should always refers to point source 
detection and always includes an efficiency term related to the diffraction pattern (so never use 
eNEFD). I also agree that giving the sensitivity in a unit allowing a direct calculation of the 
detection time at a standard resolution is very useful for the observer, but such NEFD contains 
several free parameters that must be specified by the authors: (1) polarization factor, (2) size of 
the image portion used for the detection compared to the diffraction pattern, and (3) hypothesis on 
the observing mode. Without these indications, values are always ambiguous and confusing.
This remark stands also for the NET...

All the calculations from this document indicate th at compared to MAMBO 2 a 
factor ~10 improvement in sensitivity could be reach ed at the 30m telescope.
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