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ABSTRACT

Context. Previous attempts at segmenting molecular line maps of molecular clouds have focused on using position-position-velocity
data cubes of a single molecular line to separate the spatial components of the cloud. In contrast, wide field spectral imaging over a
large spectral bandwidth in the (sub)mm domain now allows one to combine multiple molecular tracers to understand the different
physical and chemical phases that constitute giant molecular clouds (GMCs).
Aims. We aim at using multiple tracers (sensitive to different physical processes and conditions) to segment a molecular cloud into
physically/chemically similar regions (rather than spatially connected components), thus disentangling the different physical/chemical
phases present in the cloud.
Methods. We use a machine learning clustering method, namely the Meanshift algorithm, to cluster pixels with similar molecular
emission, ignoring spatial information. Clusters are defined around each maximum of the multidimensional probability density func-
tion (PDF) of the line integrated intensities. Simple radiative transfer models were used to interpret the astrophysical information
uncovered by the clustering analysis.
Results. A clustering analysis based only on the J = 1–0 lines of three isotopologues of CO proves sufficient to reveal distinct
density/column density regimes (nH ∼ 100 cm−3, ∼500 cm−3, and >1000 cm−3), closely related to the usual definitions of diffuse,
translucent and high-column-density regions. Adding two UV-sensitive tracers, the J = 1–0 line of HCO+ and the N = 1–0 line
of CN, allows us to distinguish two clearly distinct chemical regimes, characteristic of UV-illuminated and UV-shielded gas. The
UV-illuminated regime shows overbright HCO+ and CN emission, which we relate to a photochemical enrichment effect. We also
find a tail of high CN/HCO+ intensity ratio in UV-illuminated regions. Finer distinctions in density classes (nH ∼ 7 × 103 cm−3,
∼4× 104 cm−3) for the densest regions are also identified, likely related to the higher critical density of the CN and HCO+ (1–0) lines.
These distinctions are only possible because the high-density regions are spatially resolved.
Conclusions. Molecules are versatile tracers of GMCs because their line intensities bear the signature of the physics and chemistry at
play in the gas. The association of simultaneous multi-line, wide-field mapping and powerful machine learning methods such as the
Meanshift clustering algorithm reveals how to decode the complex information available in these molecular tracers.

Key words. astrochemistry – ISM: molecules – ISM: clouds – ISM: structure – methods: statistical –
ISM: individual objects: Orion B

1. Introduction

The interstellar medium (ISM) is made of several physi-
cal/chemical phases: dense vs. diffuse gas, hot vs. cold gas,

? Data products associated with this paper are available at the CDS
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/610/A12
and at http://www.iram.fr/~pety/ORION-B

ionised, atomic, or molecular gas, far-UV (FUV)-illuminated
vs. FUV-shielded gas, and gravitationally bound vs. free-floating
gas. The ISM molecular composition is particularly sensitive to
the changes that affect the gas and dust when they cycle be-
tween these different phases. Wide-field mapping of the line
emission of many molecules sensitive to different physical pro-
cesses could thus enable one to segment giant molecular clouds
(GMCs) into regions belonging to distinct physical/chemical
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phases, so that we can then study the physics and chemistry
of these regions in detail. Moreover, understanding the preva-
lence of these different phases inside a given molecular cloud,
and learning how to disentangle their relative contributions to
each molecular tracer is of interest to interpret the spatially un-
resolved molecular emission in extragalactic studies.

The advent of wide-band high-spectral-resolution spec-
trometers associated to future multi-beam receivers in the
(sub-)millimetre domain will enable radio-astronomers to easily
map the emission of many lines from tens of species over tens of
square degrees on the sky. The pioneer ORION-B project (Out-
standing Radio-Imaging of OrioN-B, PI: J. Pety and M. Gerin)
currently uses the IRAM-30m/EMIR spectrometer to image
about 4.5 square degrees of the Southern part of the Orion B
molecular cloud at typical spectral resolutions of 0.6 km s−1 and
an angular resolution of 26′′ (i.e.∼50 mpc or ∼104 AU at the
distance of Orion B: 400 pc, Menten et al. 2007; Schlafly et al.
2014) and a typical sensitivity of 0.1 K over almost all of the
3 mm atmospheric window.

This paper is part of the first series of papers based on the
already acquired dataset that covers about 1 square degree of
the Orion B molecular cloud surrounding the Horsehead nebula,
NGC 2023, and NGC 2024, in the 84−116 GHz frequency range.
Pety et al. (2017) introduce the molecular anatomy of the Orion
B GMC, including relationships between line intensities and gas
column density or FUV radiation field, and correlations between
selected lines and line ratios. They obtain a dust-traced gas mass
that is less than approximately one third of the CO-traced mass,
using the standard X CO conversion factor. The presence of over-
luminous CO can be traced back to the dependence of the CO
intensity on the gas kinetic temperature, which in turn is af-
fected by the FUV illumination (photo-electric heating). While
most lines show some dependence on the UV radiation field, CN
and C2H are found to be the most sensitive. Moreover, dense
cloud cores are almost exclusively traced by N2H+. Other tra-
ditional high-density tracers, such as HCN(1–0) or HCO+(1–0),
are also easily detected in extended translucent regions at a typ-
ical density of about 500 H cm−3. Gratier et al. (2017) propose a
first multi-line approach applying principal component analysis
(PCA; Jolliffe 2002) on 12 of the brightest lines (integrated over
a narrow velocity range) to reveal the pattern of correlations be-
tween the different tracers. This approach emphasises three clear
trends: 1) the line intensities are well correlated with the col-
umn density, that is, the more matter along the line of sight, the
brighter the lines; 2) CCH, CN, HCN are correlated with the
FUV (<13.6 eV) irradiation (while N2H+ and the CO isotopo-
logues are anti-correlated); and 3) the PCA method confirms the
known anticorrelation between N2H+ and CO in dense cores.
Finally, the 13CO position-position-velocity cube has been used
by Orkisz et al. (2017) to show that solenoidal motions clearly
dominate over the observed field of view, in agreement with the
low star formation efficiency measured in Orion B (Lada 1992;
Carpenter 2000; Megeath et al. 2016).

In this paper, we take a further step to characterise the dif-
ferent ISM phases from a multi-line wide-field dataset. The
basic idea is similar to remote sensing in Earth studies (e.g.
Inglada et al. 2017) which tries to classify environments (forests,
deserts, mountains, oceans, etc.), based on the dominant colour
they emit. In other words, we wish to segment the dataset into a
small (yet unknown) number of classes that have a well defined
physical or chemical meaning, based on their molecular emis-
sion. This goal requires the use of data-mining techniques in or-
der to go beyond a tracer-by-tracer analysis, and take advantage
of the full information hidden in the joint variations of the

different tracers. Classification techniques are divided into two
categories. Supervised ones use known examples of the desired
classes to learn how to automatically classify new observations.
They thus require a priori independent knowledge of the phys-
ical or chemical properties of the different ISM phases. These
approaches will be explored in future papers. In contrast, clus-
tering, which is an unsupervised technique, aims to reveal how
the data points naturally group themselves into distinct clusters
of points with similar properties, hinting at the existence of dif-
ferent physical or chemical regimes. This is the approach that we
adopt in this paper.

Traditional segmentation approaches in GMC studies typi-
cally segment the map of emission of a single tracer into con-
stitutive clumps (Stutzki & Guesten 1990; Williams et al. 1994;
Rosolowsky & Leroy 2006; Colombo et al. 2015). These meth-
ods use in one way or another the topology (contiguity) of the
emission in the position-position-velocity space, sometimes as-
sociated with additional physical properties such as the virial
state. Their goal is thus to separate the spatial components
of a GMC. In contrast, we here propose to work on multi-
dimensional probability density distributions (PDFs) of the line
integrated intensities. The PDF shape can indeed show dis-
tinct components, which can reveal distinct physical/chemical
regimes, and which we want to automatically separate. For
instance, in the Hertzprung-Russell (HR) diagram, different
branches in the colour vs. magnitude plot correspond to different
stages of stellar evolution (main sequence, giant branch, etc.).
However, while recognising structure by eye is possible in two-
dimensional (2D) datasets, direct visualisation of the data be-
comes difficult in higher dimension. Simple 2D projections for
each pair of line intensities do not necessary reveal all the exist-
ing structure, and clustering algorithms become necessary. In the
case of the ORION-B dataset, Gratier et al. (2017) show that un-
derstanding the physics and chemistry underlying the extended
molecular line emission requires a multi-dimensional analysis
of the data. To our knowledge, clustering a GMC based on its
(multi-molecule) molecular emission similarity rather than spa-
tial (or PPV) contiguity has never been done before.

This paper is organised as follows. In Sect. 2, we present the
data used in our analysis. We then explain the clustering algo-
rithm that we chose to use in Sect. 3. This clustering method is
first applied to the most widely observed lines in the millime-
tre wave domain, that is, the J = 1 → 0 lines of three CO
isotopologues ( 12CO, 13CO, and C18O) in Sect. 4. Section 5
then discusses the additional results obtained when adding the
ground-state transitions of HCO+ and CN to the analysis, whose
intensities are known to be related to the FUV illumination. We
discuss the benefits and limits of the method in Sect. 6. We
present our conclusions in Sect. 7.

2. Data

2.1. IRAM-30m observations

Pety et al. (2017) present in detail the acquisition and data re-
duction of the dataset used in this study. In short, the data were
acquired at the IRAM-30m telescope by the ORION-B project
from August 2013 to November 2014. The frequency range
from 84 to 116 GHz was completely sampled at 200 kHz spec-
tral resolution. Such a large bandwidth allowed us to image over
20 chemical species at a median sensitivity of 0.1 K (main-beam
temperature) per channel. As opposed to several small band-
width mappings, the spectral lines in this survey are observed
in only two tunings covering 16 GHz each. They are thus well
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Fig. 1. PDFs of the dust visual extinction (top left), the dust temperature
(top right), the deduced approximate gas volume density (bottom left),
and the deduced FUV illumination (bottom right) in the observed field
of view.

inter-calibrated, which gives an unprecedented spectral accu-
racy for such a large field of view. The intensity dynamic range
reaches ∼720.

The field of view presented covers 0.8◦ × 1.1◦ towards the
Orion B molecular cloud part that contains the Horsehead neb-
ula, and the Hii regions NGC 2023, NGC 2024, IC 434, and
IC 435. The angular resolution ranges from 22.5 to 30.5′′. The
position-position-velocity cubes of each line were smoothed at
a common angular resolution of 31′′ to avoid resolution effects
during the comparison. At a distance of 400 pc (Menten et al.
2007), the sampled linear scales range from ∼50 mpc to ∼8 pc.

The observations provided a position-position-frequency
cube of 315 × 420 × 160 000 pixels, each pixel covering 9′′ ×
9′′ × 0.5 km s−1 (Nyquist sampling at the highest frequency,
i.e. 12CO(1–0) at 115.27 GHz).

We here study maps of line integrated intensities. Lines are
detected over quite different velocity ranges. Using a large ve-
locity range would artificially increase the noise for most of
the lines, while adapting the velocity range to each line could
bias the comparisons. We thus focus on a narrow velocity range
where the bulk of the gas emits. While Gratier et al. (2017)
computed for each line the mean of three 0.5 km s−1 velocity
channels around 10.5 km s−1, we use here a more common ra-
dioastronomical approach, which is to integrate the line intensity
profile. We here integrate over the [9, 12 km s−1] velocity inter-
val where the main velocity component of the Orion B cloud
sits (see Sect. 2.5 of Pety et al. 2017). To first order, both sets
of maps are proportional to one another (the respective velocity
ranges differ slightly).

2.2. Herschel observations

In order to get independent constraints on the physical con-
ditions in the Orion B cloud, we use the dust continuum ob-
servations from the Herschel Gould Belt Survey (André et al.
2010; Schneider et al. 2013) and from the Planck satel-
lite (Planck Collaboration 2011). The fit of the spectral energy
distribution by Lombardi et al. (2014) gives us access to the spa-
tial distributions of the dust opacity at 850 µm and of the dust
temperature. As in Pety et al. (2017), we converted τ850 µm to

visual extinctions using AV = 2.7 × 104 τ850 mag. The top pan-
els of Fig. 1 show the PDF of the dust visual extinction and
temperature.

The AV PDF shows three distinct peaks, indicating that the
field of view samples three different regimes: AV = 1−2, 2−6,
and ≥6. These regimes are consistent with the usual distinc-
tion between diffuse, translucent, and high-column-density re-
gions (Snow & McCall 2006). As in Pety et al. (2017), we use
NH/AV = 1.8 × 1021 cm−2/mag as conversion factor between vi-
sual extinction and hydrogen column density: NH = NHI + 2NH2 .
In addition, we propose a conversion from the column density
to an approximate volume density map. The procedure is dis-
cussed in detail in Appendix A. In summary, we assume a rough
isotropy of the cloud (similar dimensions along the line of sight
and in the plane of the sky) to deduce an estimate of the average
hydrogen density along each line of sight as follows. For a given
column density value x, we consider the region where NH ≥ x.
We then estimate the line-of-sight depth l of this region from
its plane-of-the-sky surface S as l '

√
S (using our isotropy

assumption). We finally assign the approximate volume density
nH = x/l to the pixels where NH = x.

The resulting approximate volume density PDF is shown in
the bottom-left panel of Fig. 1. The three distinct AV regimes cor-
respond to three volume density regimes: one low-density peak
close to 102 cm−3 corresponds to diffuse gas, a second peak cov-
ering the range 300−800 cm−3 is associated to the translucent
gas, and a third smaller peak slightly above 103 cm−3 with a long
tail extending up to a few 106 cm−3 corresponds to denser gas.
The values found after our conversion are consistent with the
usual orders of magnitude for diffuse, translucent, and denser
gas. More quantitatively, Appendix A shows that our estimation
of the volume density is valid in a statistical way with a bias
of a factor of 3 at most and a typical scatter of one order of
magnitude, when compared with volume density estimates from
the literature that make different hypotheses. The deduced val-
ues of nH are rough estimates that should not be trusted beyond
order-of-magnitude comparisons. However, this method repro-
duces the observed range of densities fairly well, indicating that
the shape of the PDF is also approximately correct.

The Tdust PDF shows a less marked multi-peak structure
with a sharp first peak at ∼22 K, a small secondary peak at
∼25 K and a shallow third peak at ∼27 K. A first steep tail ex-
tends up to ∼33 K, followed by a second flatter tail (reaching
values up to 100 K). These two tails are indicative of highly
FUV-illuminated regions. Pety et al. (2017) converted the dust
temperature map into an approximate map of the FUV radia-
tion field G0 in units of the Habing interstellar standard radia-
tion field (ISRF; Habing 1968), using the simple approximation
of Hollenbach et al. (1991)

G0 =

( Tdust

12.2 K

)5

· (1)

Shimajiri et al. (2017) compared this estimation with another
estimation directly using the far infra-red intensities at 70 and
100 µm. Both estimates agree within 30%. The PDF of log(G0)
is shown as the bottom right panel of Fig. 1 and is very similar to
the dust temperature PDF (as the conversion is a simple power
law). As mentioned before, the main peak is close to 20 times
the ISRF while the tail extends up to several thousand times the
ISRF. As for our estimate of nH, the deduced values of G0 should
only be trusted at order-of-magnitude levels.
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3. The Meanshift clustering method

From a mathematical viewpoint, the data are a set of points char-
acterised by their two sky coordinates and the integrated inten-
sities of D molecular lines. The dataset thus lies in a space of
D + 2 dimensions. As discussed before, we aim to cluster the
datapoints based on their molecular emission only, and not their
spatial proximity. For clarity, we thus separate the data space into
two parts: 1) the usual position space; and 2) the line space of di-
mension D spanned by the molecular line intensities. Clustering
will only be done in the line space, ignoring the location of the
pixels in the position space. After a non-exhaustive discussion of
methods that segment the data based on their multi-dimensional
PDF, we describe the Meanshift algorithm and the implementa-
tion used in this paper.

3.1. The two families of PDF-based clustering methods

We are interested in clustering methods that aim to separate
components in the (multi-dimensional) PDF of the data. Two
families of such methods can be defined. The first family as-
sumes that the data PDF can naturally be decomposed into com-
ponents of some given functional form, for example, Gaussian
functions, controlled by free parameters. These methods are thus
called parametric approaches. The complete dataset is assumed
to be a mixture of several components, with the same functional
form but different values for the control parameters. These al-
gorithms are thus usually called mixture models (see Bishop
2006, Chap. 9). This approach has two main drawbacks. First,
the number of free parameters tends to increase quickly with the
dimension of the problem, resulting in a difficult and often de-
generate optimisation. To alleviate this problem, restrictions are
imposed on the free parameters. For instance, assuming Gaus-
sian components and forcing them to all have the same scalar
covariance matrix (thus forcing spherically symmetric clusters
of equal size) yields the K-means algorithm, one of the most
used clustering algorithms. Second, the assumption of a func-
tional PDF form is a strong a priori that can bias the clustering
when this form is inadequate for the studied data. More flexible
functional forms reduce this problem but result in more free pa-
rameters. In this family, a compromise has to be made between
the flexibility of the assumed functional PDF form and the num-
ber of free parameters.

The second family takes a data-driven approach, by defin-
ing clusters around local maxima of the data PDF. Each clus-
ter is thus a region of high density in the line space, separated
from the other clusters by regions of lower density. This defini-
tion has two advantages: 1) It allows to capture any shape of the
PDF of the clusters (possibly curved and elongated); and 2) The
number of clusters is determined automatically from the data.
Data clusters must however create a maximum in the PDF to
be detected. A small group of datapoints blended in the tail of
another more common cluster might thus not be detected. The
two most famous algorithms in this family take a different ap-
proach to finding the high-density regions in the line space. First,
the DBSCAN algorithm (Ester et al. 1996) uses a graph-based
approach to find high-density regions, but it assumes a similar
density of points inside all clusters. Second, the Meanshift al-
gorithm (Comaniciu & Meer 2002) searches for the maxima of
the data PDF using a kernel-based approach. We choose to use
the Meanshift approach, as it can detect clusters that have both
different sizes and different densities. Moreover, its direct link to
the data PDF eases the interpretation of the clusters. The follow-
ing section describes this algorithm in detail.

3.2. The Meanshift algorithm

3.2.1. General description

The Meanshift algorithm (see Comaniciu & Meer 2002 for more
details) associates each data point to the closest local maximum
of some empirical estimate of the PDF. The algorithm iteratively
climbs up the slope of the PDF starting from each of the data-
points. The set of datapoints converging to the same PDF maxi-
mum constitutes a cluster.

The algorithm is based on the same concept as the Kernel
Density Estimate method (Rosenblatt 1956; Parzen 1962), which
estimates the PDF of a random variable (here, the intensities)
from one sample realisation. The kernel density estimator for a
given set of N D-dimensional data points {xi}1≤i≤N is

fh,K(x) =
Ch

N

N∑
i=1

K
(

dist(x, xi)2

h2

)
, (2)

where dist(x, xi) is a distance in the line space between a given
vector x and the vector xi associated to the ith datapoint (both
are vectors of line intensities), K is the smoothing kernel (a non-
negative decreasing function of R+), h is the bandwidth of the
smoothing and Ch a normalisation constant. The kernel often
has a finite support [0, 1], so that the estimation of the PDF at
x is only based on the datapoints that are closer to x than the
bandwidth h.

The Meanshift algorithm avoids the estimation of the PDF
itself by directly estimating the PDF gradient with the same ker-
nel smoothing approach. By taking the gradient of Eq. (2) in the
case of an Euclidean distance, and noting G(x) = −K′(x), which
is a new kernel, we obtain

∇ fh,K(x) ∝ fh,G(x) mh,G(x), (3)

where mh,G(x) =

∑N
i=1 xi G

(
||x−xi ||

2
2

h2

)
∑n

i=1 G
(
||x−xi ||

2
2

h2

) − x, (4)

which is called the Mean Shift vector as it gives the shift from
the current position x to the mean of the datapoints weighted by
the kernel G centered on x. Equation (3) indicates that this Mean
Shift vector gives an estimate of the relative gradient (the local
PDF gradient divided by the local PDF).

The following iterative algorithm is applied, starting from
each of the datapoints:

– Compute the Mean Shift vector mh,G(x) at the current esti-
mate x of the searched local maxima.

– Modify the current estimate by shifting it by the Mean Shift
vector.

This algorithm converges to points where the PDF gradient es-
timate is zero, and that usually are local maxima due to its hill
climbing nature. Convergence points that are closer to each other
than the bandwidth h are then merged, and clusters are defined
as the sets of datapoints that have converged to the same ex-
tremum. Data points lying close to local minima can sometimes
stay stuck due to the associated null gradient, but the resulting
unwanted clusters can easily be recognised by the very small
number of datapoints they contain, and removed by assigning
their datapoints to the closest clusters.
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3.2.2. The FAMS implementation

In this article, we used the Fast Adaptive Mean Shift (FAMS)
code described in Georgescu et al. (2003), and provided by the
authors on their webpage1. This code implements several modifi-
cations to the Meanshift principle in order to improve the quality
of the gradient estimate in low-density regions.

The quality of the PDF gradient estimate depends on the
number of datapoints present inside the smoothing kernel. Con-
sequently, using a fixed bandwidth results in insufficiently sam-
pled gradient estimates in the tails of the data PDF. This leads
to many artificial maxima being found in these tails, unless the
bandwidth is increased. But the central parts of the PDF then
risk being overly smoothed and significant maxima can be lost.
To alleviate this problem, Comaniciu et al. (2001) proposed an
adaptive-bandwidth Meanshift algorithm, in which a different
bandwidth hi is assigned to each data point xi (h is replaced by
hi in Eq. (4)). The Adaptive Meanshift Algorithm uses the sim-
plest method to choose the bandwidth for each datapoint: tak-
ing the distance to the kth-nearest neighbour to the datapoint as
the bandwidth, so that there is always roughly the same num-
ber of datapoints inside the kernel. This number of neighbours
k becomes a parameter of the method to be adjusted by the user
(instead of the bandwidth value in the classical Meanshift al-
gorithm). In other words, there is a trade-off between the sam-
pling variance and the smoothing factor to estimate the PDF:
an adaptive smoothing is applied so that low-density regions are
smoothed on a larger scale than high-density regions. All esti-
mates of the PDF gradient are then equally well sampled.

Second, the FAMS implementation uses a L1 distance
(dist(x, y) =

∑D
i=1 |xi − yi|) instead of the usual Euclidean dis-

tance (dist(x, y) =

√∑D
i=1(xi − yi)2). This allows for an addi-

tional optimisation in high dimension (Georgescu et al. 2003);
but it is only an approximation of the Meanshift algorithm, as
Eq. (4) assumes a Euclidean distance. Finally, the kernel used in
this implementation is G(x) = (1 − x)2.

3.2.3. In practice

The main control parameter of the Meanshift algorithm is ei-
ther the bandwidth value h when using the fixed bandwidth im-
plementation or the number of nearest neighbours k when us-
ing the adaptative bandwidth version. This parameter controls
the scale on which the PDF is smoothed in both cases. We use
here the adaptive bandwidth version. In each studied case, k was
varied from a few hundred to a few thousand, and adjusted to
increase or decrease the number of clusters found. Any cluster
that contains a number of pixels that is very small compared to
k is merged with the closest cluster. This can happen when the
Meanshift algorithm is stuck into a local minimum of the PDF.

The smoothing part uses a spherical kernel, so that the ap-
plied smoothing is isotropic, that is, it has the same absolute
bandwidth in all directions. It is thus necessary to ensure that
the variability of the dataset along the different dimensions (that
is the intensity dynamic of each line) is comparable. Without
a linear rescaling, either the variations of the faint lines would
be smoothed out by a bandwidth adapted to the bright lines or
the bright lines would drive the segmentation into many small
clusters when using a bandwidth adapted to the faint lines. We
thus standardised the dataset (we ensured that the intensity PDF
of each line has a unit standard deviation) before applying the

1 http://coewww.rutgers.edu/riul/research/code/AMS/
index.html

Meanshift algorithm. Additional non-linear transformations ap-
plied to the dataset before clustering it with Meanshift would
in general modify the number and positions of PDF maxima
and thus affect the results. As we wish to check the amount of
physical/chemical information encoded in the line intensities, we
chose to only linearly standardise the data.

The clustering of our ∼105 data points with D = 5 and k =
500−2000, typically takes 10 to 20 h of computation on a single
standard CPU in 2017. Taking into account that our data has
some redundancy (Nyquist sampling), we tested the method on
a decimated dataset before getting the final results on the full
dataset.

Comaniciu et al. (2001) showed that adding spatial coor-
dinates in addition to intensities when clustering images may
smooth the resulting clusters. We did not use the spatial infor-
mation present in our dataset, as our focus is on grouping pix-
els where the intensities are similar rather that pixels belonging
to the same spatial structure. We will however use the spatial
coherence of the clusters found as a consistency check of the
results because some amount of physical/chemical similarity is
expected between neighbouring pixels.

When discussing the results, we visualise the 2D PDFs
of pairs of lines (comparing the contributions of the ob-
tained clusters) using kernel density estimation (Rosenblatt
1956; Parzen 1962) from the scikit-learn Python pack-
age (Pedregosa et al. 2011), with an Epanechnikov kernel
(∝ 1 − x2, optimal in terms of mean squared error, Epanechnikov
1969). This implementation uses a fixed bandwidth. This is how-
ever only used as a visualisation tool, and is independent of our
Meanshift clustering analysis.

4. The CO isotopologue emission enables
us to separate the diffuse, translucent,
and denser gas regimes

The 12CO, 13CO, and C18O J = 1–0 lines are amongst the most
observed radio lines in molecular clouds. At constant elemen-
tal ratios of the carbon isotopes, the naive chemical interpreta-
tion suggests that the relative abundances of these three species
should be identical in all lines of sight of a GMC. Moreover,
the critical densities of these three lines for collisional excitation
with H2 are similar (∼2× 103 cm−3), implying similar excitation
conditions. Differences in optical depths should therefore be the
main factor governing the intensity ratios. In this section, we ask
whether or not clustering the intensities of these lines can dis-
tinguish physical regimes known to happen in the studied field
of view. We thus first apply the Meanshift algorithm to a dataset
consisting of the maps of the J = 1–0 lines of 12CO, 13CO, and
C18O only (N = 141 050, D = 3).

After several trials for the number of neighbours in the adap-
tive kernel width, we chose a compromise between avoiding
picking up sampling fluctuations in the PDF as artificial maxima
and smoothing out physical maxima of interest (see Appendix B
for a discussion of this choice). We settled on k = 1900 neigh-
bours. In order to understand and interpret the clustering, we
present in the following the spatial distribution of the clusters
as well as PDFs of 1D or 2D projections of the data (that is,
PDFs of single lines or pairs of lines).

4.1. Spatial distribution

We find nine clusters, whose spatial distribution is shown in
Fig. 2. For the following discussion, we name these clusters
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Fig. 2. Map of the clusters based on the 12CO, 13CO, and C18O (1–0) line integrated intensities. White crosses mark the positions of remarkable
regions. Left: raw results. Right: clusters CO-0 and CO-1 are merged into a single cluster named 1.

CO-0 to CO-8. While our use of the Meanshift clustering does
not take into account the spatial contiguity, they show very con-
sistent spatial distributions, except for clusters CO-0 and CO-1
which share the outer region of the cloud and display a noise-
like pattern. A visual inspection of the CO isotopologue PDFs
shows that this distinction most likely comes from noise prop-
erties. We thus merge cluster CO-0 with cluster CO-1. We call
the new cluster CO-1 and represent it in light blue. The resulting
cluster map is shown on the right panel of Fig. 2.

Clusters CO-1 to CO-7 show a nested pattern highlight-
ing successive layers from the surface to the inner parts of the
cloud. These clusters are present both on the eastern and west-
ern sides that surround the inner region of the imaged field of
view. However, an asymmetry between the two sides is visible in
the much smaller thickness of the surface layers highlighted by
the transition from clusters CO-2 to CO-5 on the western FUV-
illuminated side. This is a consequence of the much steeper in-
tensity gradients for all three CO lines on this side of the cloud.
In other words, high FUV illumination has a much stronger im-
pact on the CO intensity gradients than on the intensities them-
selves. Cluster CO-8 differs as it only appears towards the two
Hii regions, NGC 2023 and NGC 2024, which are embedded in
the south-western part of Orion B.

One way to check the quality of the clustering is to com-
pare the spatial distributions of the original line intensities with
the line intensities averaged in each cluster. This is somehow a
test of the ability of the clustering method to compress the infor-
mation contained in the line intensity maps while retaining the
most important aspects. Taking the mean of the line intensities
for each cluster conserves the total flux in the output images.
Figure 3 presents such a comparison. The mean intensities (and
other characteristic intensity values) of each line in each clus-
ter are listed in Table C.1. Most of the 12CO and 13CO spatial

features are preserved in the clustered images, while the repre-
sentation of the C18O image is not as good: some spatial features
appear and others disappear. This comparison also highlights
that cluster CO-8 is characterised by an increased 12CO intensity
compared to its surrounding. We can note that the Horsehead pil-
lar and the other dense clumps that emerge from the IC 434 Hii
region belong to cluster CO-7 which is associated with relatively
dense gas (as discussed in the following subsections).

4.2. Projected PDFs

Figure 4 shows the 12CO 1D PDF computed for the full dataset
and for each individual cluster. The full dataset PDF is clearly
multi-peaked with a main peak at low intensities (∼2 K km s−1),
two other peaks around 37 and 60 K km s−1 separated by a
plateau, and several minor peaks, one of them corresponding to
very bright 12CO around 90 K km s−1. In contrast, the 1D PDF
of 13CO and C18O (not shown here) are mostly mono-modal
(only one clear peak). A good correspondence between the max-
ima of the 12CO PDF and most of the clusters can be seen. This
indicates that 12CO plays a major role in the definition of the
clusters. Cluster CO-1 corresponds to the highest and narrow-
est, low-intensity peak, clusters CO-3 and CO-4 constitute the
37 K km s−1 peak, cluster CO-5 contributes to the plateau be-
tween the 37 and the 60 K km s−1 peaks, cluster CO-6 and CO-7
corresponds to the 60 K km s−1 peak, and cluster CO-8 corre-
sponds to the clear bump in the high-intensity tail of the PDF
(around 90 K km s−1).

However, significant overlap between the clusters can be
seen, and two clusters share the 60 K km s−1 peak. Both facts
highlight the influence of the other two isotopologues on the
clustering. To understand the role of 13CO and C18O in the
clustering, Fig. 5 shows the 2D PDFs of 13CO vs. 12CO, and
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Fig. 3. Comparison of the original intensity spatial distribution (top row) with the mean intensity computed for each cluster separately (bottom
row). The colour scales are identical for the top and bottom rows, but they differ from one column to another. The levels shown on the bottom
colour lookup table represents the mean values of the cluster intensities. The clusters were defined using the 12CO, 13CO, and C18O (1–0) lines.
The circles show the typical extensions of the Hii regions and the crosses show the position of the associated exciting stars (see Pety et al. 2017,
for details).
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Fig. 4. PDF of the 12CO J = 1–0 line intensity, comparing the PDF of
the total dataset (dashed) to the contributions of the different clusters
(solid contours coloured according to the colour coding of clusters in
Fig. 2). The thin vertical dashed line shows the median 4σ noise level.

13CO vs. C18O as contour plots. In each case, the PDF of the
full dataset is shown as black dotted contours, while the PDFs
of the different clusters are coloured according to the cluster

colours presented in Fig. 2. All clusters have clear separations
in the 13CO vs. 12CO plane, so that the overlap seen in Fig. 4
is only a projection effect. Clusters CO-1 to CO-5 clearly follow
the ridgeline (the line connecting the cluster maxima, similar to
the ridgeline of a mountain ridge connecting the summits) of
the 2D PDF. The maxima to which they are associated are small
bumps along this ridge. The separations of the basins of attrac-
tion of each of these maxima thus lie roughly orthogonally to the
direction of this ridge. This is probably why the shape of CO-
5 cluster looks like an anti-correlation. Clusters CO-2 to CO-5
are associated to relatively small fluctuations of the PDF along
the ridge line. While statistically significant, these fluctuations
might be too weak to be each attributed a physical meaning:
these four clusters might thus represent a single physical cate-
gory. In the 13CO vs. C18O space, the PDFs of clusters CO-1
to CO-5 are nearly indistinguishable because they lie below the
C18O detection limit. We thus grouped them into a single PDF
(grey contours) for better readability.

While clusters CO-6 and CO-7 are undistinguishable on the
12CO 1D PDF, they are clearly separated by their 13CO inten-
sities (cluster CO-7 having I13CO ' 13 K km s−1). Cluster CO-8
is distinguished both by its high 12CO intensity and by higher
13CO/ C18O ratios at similar C18O intensity than lines of sight
belonging to cluster CO-7. Clusters CO-7 and CO-8 thus corre-
spond to a separation of the 13CO vs. 12CO ridge line into two
distinct ones at high intensities. Cluster CO-6 is an intermedi-
ate cluster that probably lies around the intersection of these two
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Fig. 6. Violin plot showing the PDF of the approximate gas volume den-
sity nH, comparing the contributions of the three groups of CO clusters
discussed in the text (CO-1, CO-2 to 5, and CO-6 to 8) to the PDF of
the total data set.

ridge lines. This explains why it is so extended along the 12CO
axis and narrow along the 13CO axis. We discuss these clus-
ter shapes in relation to local thermodynamic equilibrium (LTE)
calculations in Sect. 4.4.

4.3. Relation with volume density and FUV illumination

Figure 6 shows how the clusters contribute to the PDF of the
approximate volume density (see Sect. 2.2) in the form of a vi-
olin plot: for each group of clusters, the blue profiles show the
volume density PDF (normalised to an identical width) and the
median values are shown as red squares. We find a close corre-
spondance between our clusters and the three peaks of the den-
sity PDF discussed in Sect. 2.2: Cluster CO-1 corresponds to
diffuse gas (nH ∼ 100 cm−3), the group of clusters CO-2 to CO-5
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Fig. 7. Violin plot showing the PDF of log10(G0) for each CO cluster
(blue profiles) and the median value in each cluster (red squares).

are associated to translucent gas (nH ∼ 500 cm−3), while clusters
CO-6, 7, and 8 correspond to denser gas (nH >∼ 1000 cm−3). The
CO clusters thus reveal underlying density regimes.

Figure 7 compares the distributions of the FUV illumination
for the different clusters. Clusters CO-1 to CO-6 have similar
median values of G0 ∼ 30−35. Moreover, a higher G0 wing is
present for all these clusters. In contrast, cluster CO-7 has a sig-
nificantly lower value of G0 ∼ 20. This cluster thus tracks gas
relatively shielded from the FUV illumination. In addition, the
high-G0 wing is negligible for this cluster. Finally, cluster CO-8
has a much larger median value of G0 ∼ 180, and its PDF has
two broad components at typical values of G0 ∼ 50 and 300,
consistent with the presence of the NGC 2023 and NGC 2024
Hii regions.

In summary, clustering of the CO isotopologues allows us:
1) to distinguish three different regimes of column/volume den-
sity (diffuse, translucent, and higher density); and 2) to start dis-
tinguishing FUV-illuminated from FUV-shielded gas; but only
for relatively dense gas.
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4.4. Interpretation: nested CO isotopologues and higher
[13CO]/[C18O] abundance ratios in FUV-illuminated
dense gas

We wish to understand the physical and chemical processes that
determine the variations in line intensities detected by the clus-
tering method. We thus make the simplest possible radiative
transfer model that will allow us to match the observed line in-
tensities and ratios of the CO isotopologue lines.We then inter-
pret the astrophysical information uncovered by the clustering of
the CO isotopologues.

4.4.1. Modeling principles

The typical density over the studied field of view is
∼300 H2 cm−3, and the density of at least 25% of the
field (Pety et al. 2017) is larger than 2 × 103 H2 cm−3 (the typ-
ical critical density of CO J = 1–0). We thus chose to use LTE
models, as we are mainly interested by the denser parts of the
field of view. The clustering analysis taught us that the CO iso-
topologue intensities trace different ranges of hydrogen column
density, and consequently of approximate volume density (see
Sect. 2.2). We have thus chosen to model intensity curves for
several fixed values of the CO isotopologue column densities,
varying the kinetic temperature.

Figure 3 indicates that the structure of the dense inner parts
of the cloud is well delineated by the C18O (1–0) emission, still
visible in the 13CO (1–0) emission, and mostly hidden in the
12CO (1–0) emission. The usual interpretation is that the 12CO
line is so optically thick that the outer, less dense layers along
the line of sight can already produce a saturated 12CO emis-
sion. This means that the 13CO and C18O (1–0) lines would be
sensitive to denser, cooler gas more deeply embedded along the
line of sight while the 12CO (1–0) line would to first order be
mostly sensitive to the foreground, more FUV-illuminated and
thus warmer gas. We thus propose to use two different values for
the excitation temperature: a high value for 12CO and a lower
value for 13CO and C18O. This in turn implies that the model
12CO column density will be a lower limit to the total CO col-
umn density as it only represents the warm gas.

The detailed parametrisation of our modelling is described
in Appendix D.

4.4.2. Observations and modeled curves

Figure 8 shows the modeled curves over the joint histograms
of the 13CO vs. 12CO emission (left column), of the 13CO vs.
C18O emission (middle column), and of the 13CO/ C18O vs.
12CO/ 13CO line ratios (right column). The ratio vs. ratio his-
tograms allow us to check how the models take care of the co-
variations of the three studied CO lines.

The first row presents the observations for the full field of
view, while the next three rows present the observations for dif-
ferent sets of CO clusters (from 1 to 6, the 7th one, and the 8th
one, respectively). The sets of input parameters described above
each row were chosen to deliver the best visual match between
the modelled curves and the three associated histograms.

In all cases, only the lines of sight where the isotopologue
lines considered have intensities above 4σ are used to compute
the histogram. For each 13CO opacity (i.e. along each white
curve), the 13CO and C18O excitation temperature increases
clockwise and counter-clockwise for the 13CO vs. 12CO, and
13CO vs. C18O histograms, respectively. On the ratio vs. ratio

histograms (right column), the 13CO and C18O excitation tem-
perature increases from left to right.

On the line vs. line histograms (left and middle columns),
the higher the 13CO opacity, the more opened the corresponding
model curve. In contrast, the dependency on the column density
is reduced in the ratio vs. ratio histograms, as indicated by the
fact that all curves for different 13CO opacities almost overlap.
This is linked to the fact the line intensity is proportional to the
column density to lowest order. And therefore, line ratios remove
this trend.

4.4.3. Global results

The first row of Fig. 8 shows the best visual match between ob-
servations and models for the full field of view. The FWHM of
the lines (2 km s−1) is the median value measured over the field
of view on the 10.5 km s−1 main component of the 13CO and
C18O (1–0) lines. The line emission of the modelled curves is
integrated over 3 km s−1 as in the observations.

The range of 13CO (1–0) opacities runs from optically thin
lines (minimum: 0.03) to moderately saturated lines (maximum:
2.5). The C18O (1–0) line is always optically thin as expected
from the fact that C18O (1–0) shows an excellent correlation
with the visual extinction (Pety et al. 2017). The 12CO (1–0) line
is almost always optically thick.

Kinetic temperatures of up to ∼100 K are required to ex-
plain the low intensity part of the 13CO vs. 12CO histogram.
The [ 13CO]/[ C18O] abundance ratio is larger than the expected
elemental ratio value of ∼8 (Wilson & Rood 1994). Both infer-
ences can be explained by the significant FUV illumination in
the observed field of view, with contributions from external and
embedded Hii regions. The joint histogram of 13CO vs. 12CO
intensities, especially the range of 13CO intensities at a given
12CO intensity, can only be explained if 12CO and 13CO have
different kinetic temperatures. In contrast, the observation space
can be understood with similar kinetic temperatures of the gas
that emits the 13CO and C18O (1–0) lines.

4.4.4. Results per CO clusters

In order to better understand how the CO clustering can distin-
guish different regimes of density and FUV illuminations, we
now discuss the input parameters that deliver the best visual
match between the modelled curves and the three histograms for
three different subsets of the CO clusters.

Starting with the histograms computed for clusters CO-1
to CO-6, shown on the second rows, we obtain the same set
of parameters as for the entire field of view (first row). There
are only two exceptions. First, we need relatively low 13CO
opacities (from 0.03 to 0.5), confirming that we deal with low-
opacity lines of sight. The horizontal edge between clusters CO-
6 and CO-7/8 in the 13CO vs. 12CO histogram closely follows
a constant column density curve, confirming that it separates
two column density regimes (the cut corresponds to a 13CO
opacity of ∼0.5). Second, the minimum kinetic temperature is
slightly lower than for the global fit as we are less constrained
by the lower edge of the 13CO vs. C18O histogram. It is unclear
whether this fact is significant.

The third and fourth rows show our best matches for clusters
CO-7 and CO-8, respectively. In both cases, only the high 13CO
opacity (0.65 to 2.5) curves are displayed. This confirms that we
are in the high-column-density regime. In both cases, we need to
restrict the 13CO kinetic temperature range from 11–12 to 20 K.
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Fig. 8. LTE radiative transfer models for the three main CO isotopologues. The four rows show the best match between the observations and the
models for, from top to bottom, the full field of view studied here, clusters 1 to 6, and the 7th and 8th clusters. The control parameters of the family
of models are written on top of each associated row. The left and middle columns show the joint histogram of the (1–0) lines of 13CO vs. 12CO,
and of 13CO vs. C18O. The right column shows the joint histogram of the 13CO/C18O vs. 12CO/13CO intensity ratios. The colour look-up tables
show the number of lines of sight that fall within a given bin of the histogram. The white curves present the LTE intensity variations as a function
of the 13CO kinetic temperature for different fixed 13CO opacities (0.03, 0.1, 0.3, 0.5, 0.65, 1.2, 1.75, 2.5).

The other parameters differentiate the two clusters. First, the
12CO/13CO kinetic temperature ratio is higher in cluster CO-8
than in cluster CO-7. This confirms the idea that the outer layers
of the CO-8 cluster are more exposed to the FUV illumination
than those of the CO-7 cluster. Finally, the [13CO]/[C18O] abun-
dance ratio is much closer to the expected elemental abundance
ratios for cluster CO-7 than for cluster CO-8. This is consistent
with the idea that most of the gas in cluster CO-7 is well shielded,
in complete contrast with the gas in cluster CO-8, as discussed
in the following section.

4.4.5. Discussion

In all our models, we need to distinguish the kinetic temperature
of the gas that emits the 12CO (1–0) line on the one hand, and the
13CO and C18O (1–0) lines on the other. The effect is the most
pronounced in cluster CO-8 that is highly FUV illuminated and
then in clusters CO-1 to CO-6 that contain diffuse and translu-
cent gas. This implies that the 12CO and 13CO/C18O emissions
have different spatial extents along the line of sight (as 12CO
emission quickly saturates and thus only traces a limited surface
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Fig. 9. Comparison of the clusters obtained based on the CO isotopologues alone (left) and the clusters obtained when associating the CO isotopo-
logues to HCO+ and CN (right). In both cases, the clusters have been ordered by increasing 12CO (1–0) mean intensity. White crosses mark the
positions of remarkable regions.

layer). It is thus impossible to use the flux ratio of these lines
to try to infer the [12CO]/[13CO] and [12CO]/[C18O] abundance
ratios.

In the high column/volume density clusters, 12CO is very op-
tically thick (the saturation of the 12CO vs. AV relation is notice-
able starting from AV ∼ 5 as shown by Pety et al. 2017), and
the variations of integrated intensities are largely caused by vari-
ations in the CO excitation temperature, which is close to the
gas kinetic temperature. Cluster CO-8 shows significantly higher
12CO intensities (∼90 K km s−1) than clusters CO-6 and CO-
7 (∼60 K km s−1) and thus traces a warmer dense gas regime.
This is consistent with its location around the NGC 2024 and
NGC 2023 star forming regions.

Cluster CO-8 is also distinguished from cluster CO-7 by
higher 13CO/C18O intensity ratios: the median ratio is ∼18 in
cluster CO-8, while it is ∼11 in cluster CO-7. This difference
is a sign of FUV illumination as the 13CO abundance in PDRs
is tightly coupled to 12CO by the isotopic fractionation reaction
(Langer et al. 1984)

12CO + 13C+ → 13CO + 12C+ + 35 K, (5)

which, at the gas temperatures of PDRs, does not favour any en-
richment, but ensures a strong coupling between the abundances
of 12CO and 13CO. In contrast, C18O in FUV-illuminated re-
gions is formed separately from pure carbon chemistry followed
by reactions of small hydrocarbons such as CH, CH2 or C2H
with 18O. As a result, 13CO indirectly benefits from 12CO self-
shielding while C18O is easily dissociated. This might explain
the large [13CO]/[C18O] abundance ratio compared to the value
expected from elemental abundances.

Clusters CO-7 and CO-8 thus highlight a separation of the
global intensity PDF into two different tails at high column den-
sity that correspond to warm illuminated dense regions around

massive star forming regions (cluster CO-8) and shielded dense
gas (cluster CO-7).

5. Adding HCO+ and CN to get a better clustering
of high-density and high-FUV-illumination
regimes

Clustering ability is limited by the information contained in the
tracers input to the algorithm. Our first application of the Mean-
shift clustering algorithm to the CO isotopologues proved its
ability to reveal several distinct density regimes. It also hinted
at a first distinction of FUV illumination regimes. However, us-
ing only the three CO isotopologues is insufficient to clearly dis-
tinguish FUV illumination effects. We thus now include in the
clustering analysis the HCO+ and CN (1–0) maps together with
the three CO isotopologues maps. Indeed, Pety et al. (2017) and
Gratier et al. (2017) have shown that HCO+ and CN were sensi-
tive to FUV illumination. We chose CN rather than small hydro-
carbons (C2H or c-C3H2) as the latter are detected at a lower
signal-to-noise ratio (S/N), making the clustering noisier. For
simplicity, we only used the brightest hyperfine component of
the CN (1–0) transition. In addition, these two lines have signif-
icantly higher critical densities (∼2 × 105 cm−3 for HCO+ and
∼2 × 106 cm−3 for CN).

We used in this case the adaptive bandwidth method with
425 neighbours. This number is a compromise between elimi-
nating artificial clusters coming from sampling fluctuations of
the PDF and retaining sufficiently fine cluster subdivisions to
find the interesting physical distinctions.

5.1. Resulting spatial distribution

Figure 9 compares the clusters obtained based on the CO iso-
topologues alone with the clusters obtained by adding CN and
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Fig. 10. Same as Fig. 3, except that clusters were defined on the 12CO, 13CO, C18O, CN, and HCO+ (1–0) lines.

HCO+. Several striking facts are visible. First, the CO clustering
brought 8 clusters while the new clustering identifies 19 clus-
ters. The increase in number of clusters is related to the finer
physics we wish to reveal through the increase of the dimension
of the intensity space from 3 to 5 lines, at a constant number of
pixels. We name the new clusters FUV-1 to FUV-19. For con-
venience they have been numbered by order of increasing mean
12CO intensity.

Second, the spatial edges of the FUV clusters that appear
from the north-eastern to the south-western corners appear nois-
ier. Indeed, mostly translucent gas is present in these regions,
implying that CN and HCO+ are barely detected there. Third, a
clear East-West asymmetry is now seen in the distributions of the
clusters. Some clusters, such as FUV-2, 3, 4, 7, 8 or 11, appear
mostly on regions less exposed to FUV illumination, while clus-
ter FUV-16 is clearly associated with the NGC 2024, NGC 2023,
and IC 434 Hii regions. In the previous clustering, cluster CO-
8 does not tag the PDRs associated with IC 434 (the Horsehead
PDR, for instance). The western edges of the CO-3 to CO-5 clus-
ters are mostly merged now in the cluster FUV-1 that mainly
contains diffuse gas. For instance, the envelope of the Horse-
head nebula has been merged into FUV-1, only leaving the less
familiar silhouette of the denser parts of the Horsehead visible.

Figure 10 compares the spatial distributions of the original
line intensities with those of the line intensities averaged per
cluster. Comparing with Fig. 3, we see that the FUV clustering
reproduces the 12CO (1–0) faint intensity regimes (≤5 K km s−1)
less well, but it much better samples the 12CO (1–0) high inten-
sity regime (≥50 K km s−1) and the 13CO and C18O median in-
tensity regimes (between 10 and 50 K km s−1, and between 2 and
6 K km s−1, respectively). The better sampling of the median-
to high-intensity regimes of the CO isotopologue (1–0) lines is
linked to the detection of several clusters at relatively high HCO+

integrated intensity (≥2 K km s−1). This is particularly clear on
the C18O and HCO+ compressed maps that emphasise dense re-
gions extending south of NGC 2024 and surrounding NGC 2023.
In contrast, the high-CN-integrated-intensity end (≥2 K km s−1)
is not well sampled by the new clustering.

In summary, this clustering seems to provide most of the
FUV illumination contrast between east and west. On the one
hand, the FUV clustering thus provides a better data compres-
sion in the inner dense parts and in the FUV-illuminated regions;
on the other, the shapes of the Horsehead and of the western il-
luminated edge are less well reproduced.

While the 19 clusters are statistically significant, interpret-
ing all of them is difficult. Indeed, clusters with extreme be-
haviour have relatively clear physico-chemical interpretations
but they are separated in the line space by clusters with inter-
mediate properties that reflect subtler, second-order distinctions.
The major physical distinctions brought forward by this cluster-
ing are thus best discussed in terms of groups of clusters. More-
over, we wish to understand the first-order roles of the HCO+ and
CN (1–0) lines in the classification. We thus group the clusters in
two ways. We group together clusters with similar most proba-
ble intensities of HCO+ or CN, respectively, ordered by increas-
ing values. Our goal is to keep the minimum number of groups
needed to visualise the physico-chemical regimes first brought
forward by each line.

5.2. HCO+-based grouping and high-density regimes

We first constitute groups based on the HCO+ intensities in each
cluster following the numerical recipe explained in the previous
section.

5.2.1. One-dimensional PDFs and spatial distribution

The left panels of Fig. 11 show the HCO+ PDF of each individ-
ual cluster, and the way we grouped them: the clusters whose
most probable values (1D-PDF peaks) gather at similar inte-
grated intensities are grouped. We end up with seven groups,
named HCO+-1 to HCO+-7, whose mean integrated intensi-
ties regularly increase from 0.3 to 6.3 K km s−1. Cluster FUV-
1 alone constitutes group HCO+-1 as it mostly traces diffuse
gas surrounding the molecular cloud. We nevertheless note that
it has a wing between 1 and 3 K km s−1 that corresponds, for
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Fig. 11. Left: 1D PDF of the HCO+ (1–0) line intensity, comparing the full dataset PDF (thick dashed black line), the contribution of each of the
groups defined in Sect. 5.2 (coloured thick lines), and the contribution of each individual cluster (thin coloured lines). The cluster contributions
are coloured according to the group to which they belong. For readability, we have separated groups HCO+-1 to HCO+-4 and their constitutive
clusters (left panels) and groups HCO+-5 to HCO+-7 and their constitutive clusters (right panels). Right: map of the 7 groups resulting from the
grouping of consecutive clusters described in the text (Sect. 5.2).

instance, to the Horsehead envelope. Group HCO+-2 contains
clusters FUV-2, 3 and 4, group HCO+-3 clusters FUV-6, 7, 8,
and 9, group HCO+-4 clusters FUV-5, 10, 11, 13, and 15, group
HCO+-5 clusters FUV-12, 16, and 17, group HCO+-6 clusters
FUV-14 and 18, and finally, group HCO+-7 contains only clus-
ter FUV-19. The characteristic intensity values (median, mean,
standard deviation) of the lines in each group are listed in
Table C.2.

The spatial distribution of these groups is displayed as the
right panel of Fig. 11. We see that the resulting groups have a
faint mean HCO+ intensity in the outer part of the cloud and
that this intensity increases towards the densest parts. In com-
parison to the CO clustering, the CO-6 to CO-8 bright clusters
are now distributed over groups HCO+-3 to HCO+-7, and clus-
ters CO-1 to CO-5 (faint CO intensity) are distributed over the
groups HCO+-1 and HCO+-2. This suggests that the HCO+ (1–
0) line is better at discriminating higher-density regimes than the
CO (1–0) lines, even though about half of the HCO+ flux over
the observed field of view is coming from diffuse and translu-
cent regions (Pety et al. 2017). Finally, the boundaries of some
groups are close to the CO clustering results, indicating that CO
isotopologues still play an important role in defining some of
the groups. For instance, the boundary between the HCO+-4 and
HCO+-5 groups is similar to the boundary between clusters CO-
7/8 and CO-6.

5.2.2. Two-dimensional PDFs

To further understand the relative roles of the CO isotopologues
and HCO+, we show in Fig. 12 the 2D-PDFs of 13CO vs. C18O
(left) and HCO+ vs. C18O (right), which we found to be the most
informative among the possible pairs of lines. The first striking
impression is that the groups overlap considerably in both 2D
PDFs. However, some groups clearly separate in one of the 2D
PDFs but not in the other. For instance, while groups HCO+-4
and 6 strongly overlap in the (HCO+ vs. C18O) PDF, they are
cleanly separated in the (13CO vs. C18O) PDF. Finding the right
2D projection to reveal cluster separations quickly becomes im-
possible. Moreover, this 2D projection might not even exist when
the clusters are not linearly separable; for example, when one
cluster is completely surrounded by another one. We have to
rely on the Meanshift algorithm to reveal information about the
morphology of the complete PDFs (maxima and their associated
basins of attraction) that we cannot otherwise directly visualise.

The groups form a sequence that mostly follows a single
trend with increasing line intensities. This is better visualised
when trying to connect the crosses that represent the group mean
intensities. Group HCO+-5 only partially follows this trend: a
part of it (actually mostly cluster FUV-16) is overluminous in
HCO+ at constant C18O intensity. This is linked to the sensitivity
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Fig. 12. Contour plot of the 2D PDFs of C18O vs. 13CO (left) and C18O vs. HCO+ (right). The PDFs of the total dataset are shown as black dotted
contours. The contributions of the 7 groups resulting from the grouping discussed in the text are shown in contours coloured according to Fig. 11
(right). In addition, the PDF maximum of each group is shown as a cross with the same colour as the group.
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Fig. 13. Violin plots showing the PDF (blue profiles) and median values
(red squares) of the approximate volume density nH for each HCO+-
group, and for the full map (label “Total”).

of the HCO+ (1–0) line to the FUV illumination (cf. the follow-
ing section).

5.2.3. Link with volume density and FUV illumination

As shown in Gratier et al. (2017), the main underlying parame-
ter contributing to intensity variations across our maps is the gas
column density. The single trend highlighted here could thus to
first order be associated with column density variations and thus
approximate volume density variations as discussed in Sect. 2.2.
Figure 13 shows the PDF and median value of the volume den-
sity in each group (violin plots). We indeed see that the HCO+-
groups correspond to increasing ranges of volume densities. On
the one hand, the first five HCO+-groups contribute to the three
main peaks of the approximate volume density PDF: the HCO+-
1 group corresponds to the diffuse gas peak, the HCO+-2 and 3
groups dominate the translucent gas peak, and the HCO+-4 and
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Fig. 14. Violin plots showing the PDF (blue profiles) and median values
(red squares) of the FUV illumination G0 for each HCO+-group.

5 groups contribute to the denser gas peak. On the other hand,
groups HCO+-6 and 7 are located in the high-density tails.

While part of the distinction is linked to the underlying ex-
istence of the three density regimes, the distinction between
groups HCO+-6 and 7 hints at the existence of higher-density
regimes. Their rarity makes them only barely noticeable as
bumps in the density PDF. This distinction is probably the re-
sult of an excitation effect. Indeed, their typical volume densities
(probably underestimated as they are averaged along the line of
sight) are 7 × 103, and 4 × 104 cm−3, respectively. These values
approach the critical density of HCO+ for collisional excitation
with H2 (∼105 cm−3). We thus probably experience a transition
from a weak excitation regime (Liszt & Pety 2016) towards a
regime closer to the usual thermalised excitation.

Figure 14 shows the PDF and median value of the FUV il-
lumination for each group. In contrast to the density, no clear
separation of the groups in terms of FUV illumination is visible,
except for the fact that HCO+-5 has a much broader G0 distri-
bution than the other groups. The HCO+ grouping thus does not
cleanly capture distinctions only related to FUV illumination,
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Fig. 15. Left: 1D PDF of CN (1–0) line intensity, comparing the full dataset PDF (thick dashed black line), the contribution of each of the groups
defined in Sect. 5.3 (coloured thick lines), and the contribution of each individual cluster (thin coloured lines). The contributions of clusters are
coloured according to the group to which they belong. For readability, we have separated groups CN-1 and CN-2 and their constitutive clusters
(top panel) and groups CN-3 to CN-5 and their constitutive clusters (bottom panel). Right: map of the 5 groups resulting from the grouping of
consecutive clusters described in the text (Sect. 5.3).

even though the complex behaviour of HCO+-5 in the 2D PDFs
of the line intensities is likely related to the presence of a mixture
of FUV illumination (varying by more than one order of magni-
tude) in this group. This is not a property of the initial 19 clusters
but of the grouping, as is shown in the following section.

5.3. CN-based grouping and FUV illumination regimes

We now present the second grouping of the clusters, based on
their CN intensities.

5.3.1. One-dimensional PDFs and spatial distribution

The left panels of Fig. 15 show how the CN PDF of the individ-
ual clusters contributes to the PDF of their group. After sorting
them by increasing CN mean intensity, we merged the first six
clusters into group CN-1 (clusters FUV-1, 2, 3, 4, 7, 8) because
they correspond to regions where CN is not detected. We then
merged the next seven clusters into group CN-2 (clusters FUV-
5, 6, 9, 10, 11, 13, 15). The CN line is barely detected in these
clusters. Groups CN-3 and CN-4 gather the next three (FUV-12,
14 and 17) and two clusters (FUV-16 and 18), respectively. The
last cluster (FUV-19) is significantly brighter in CN. It thus has
its own group CN-5. The characteristic intensity values (median,
mean, standard deviation) of the lines in each group are listed in
Table C.3.

The most striking distinction revealed by the resulting spa-
tial distribution (see the right panel of Fig. 15) is the separation
of the central regions of the cloud between groups CN-3 and
CN-4; contrary to the previous cases, this separation does not
show a nested pattern. The CN-3 group covers dense regions in
the inner parts of the cloud. The CN-4 group appears towards
the interfaces between the molecular cloud and the NGC 2024,
NGC 2023, and IC 434 Hii regions. This distinction thus seems
to separate FUV-shielded dense gas (group CN-3) and FUV-
illuminated dense gas (group CN-4). Group CN-5 highlights
smaller regions at the interface between groups CN-3 and CN-4.
Groups CN-1 and 2 represent outer regions of the cloud.

5.3.2. Two-dimensional PDFs

Figure 16 shows the 2D PDFs of CN vs. C18O (left panel), and
CN vs. HCO+ (right panel); it compares the full dataset PDF
(dashed line) with the contributions of our five groups (solid
lines). Two distinct trends in the tail of the PDF are obvious on
the 2D PDF of CN vs. HCO+: a low CN/HCO+ ratio correspond-
ing to group CN-5, and a high CN/HCO+ ratio corresponding to
group CN-4. The other groups lie in a low-intensity region where
the two trends are blended.

This dual trend is already seen on the CN vs. C18O 2D-
PDF: for groups CN-2, CN-3, and CN-5, CN increases very
slowly with C18O, in a mostly linear way. In contrast, group CN-
4 has higher CN intensities than the other groups, with the CN
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Fig. 16. Contour plot of the 2D PDFs of CN vs. C18O (left) and CN vs. HCO+ (right). The PDFs of the total dataset are shown as black dotted
contours. The contribution of the 5 groups resulting from the grouping discussed in the text are shown coloured according to Fig. 15 (right). In
addition, the PDF maximum of each group is shown as a cross with the same colour as the group.

intensity increasing much faster with the C18O one; although this
trend has a larger scatter.

Finally, while there is a large overlap region between groups
CN-4 and CN-5 in the PDF of CN vs. HCO+, these two groups
are clearly separated in the PDF of CN vs. C18O. Group CN-
4 is thus observationally distinguished by an overly bright CN
emission.

5.3.3. Link with FUV illumination (and volume density)

As a species easily detected in diffuse clouds, CN is a good
tracer of FUV-illuminated gas (Snow & McCall 2006). We
thus interpret the dual trend as a separation between regions
where the photo-chemistry is active and regions of dense FUV-
shielded molecular gas. The spatial consistency of groups CN-3
with regions of dense FUV-shielded gas and CN-4 with FUV-
illuminated gas strengthens this interpretation, all the more so
that spatial information is not used in the clustering analysis.

More quantitatively, Fig. 17 shows the approximate vol-
ume densities (left panel) and FUV illuminations (right panel)
found for the different groups. Groups CN-3 and CN-4 have
very similar volume densities (median densities of ∼3 × 103 and
∼4 × 103 cm−3, respectively), while the CN-1, CN-2, and CN-
5 correspond to distinct ranges of volume densities (respective
median densities of ∼2 × 102, ∼8 × 102, and ∼4 × 104 cm−3).
In contrast, the G0 distributions show that group CN-4 clearly
has higher FUV illumination (median G0 ∼ 210) than all other
groups (median G0 between 15 and 30), in particular groups
CN-3 and CN-5 (median G0 ∼ 20 and G0 ∼ 15, respectively).
This confirms our interpretation that group CN-4 corresponds to
FUV-illuminated (relatively) dense gas.

Groups CN-1 and CN-2 have lower approximate volume
densities than groups CN-3 and CN-4. However the distribution
of Tdust and therefore G0 in groups CN-1 and CN-2 overlaps with
that of both groups CN-3 and CN-4. This shows that it is more
difficult to separate the influence of the radiation field for low-
density regions. This is related to the fact that the envelope of
the Horsehead nebula has been merged into group CN-1, leav-
ing only the less familiar silhouette of the denser parts of the
Horsehead visible.

The highest-density group (CN-5) is found only in the im-
mediate vicinity of the two star-forming regions NGC 2023 and
NGC 2024 and their Hii regions. This might be a signature of
compression of the molecular gas by the expansion of the Hii
regions: Tremblin et al. (2014) have indeed found this process to
cause bimodality in the column density PDF (on spatial scales
of a few pc). The gas kinematics in these two regions was in
addition found to be dominated by compressive (rather than
solenoidal) motions by Orkisz et al. (2017), in contrast to the rest
of the field of view.

5.3.4. Interpretation: enrichment of HCO+ and CN
with respect to C18O in FUV-illuminated gas

The PDFs of HCO+ vs. C18O and CN vs. C18O show a dual
regime at high C18O (1–0) intensity (cf. Fig. 12, right panel, and
Fig. 16, left panel), with one regime where HCO+ and CN are
overluminous relative to C18O. This latter regime is clearly as-
sociated with high FUV illumination at high volume density. We
here check whether this is the sign of a chemical enrichment
of HCO+ and CN in FUV-illuminated regions, using a non-LTE
code (RADEX, van der Tak et al. 2007) to estimate the column
densities of these species.

The modeling details and the derived column densities are
described in Appendix E. For simplicity, we only model the ra-
diative transfer for typical conditions in each group (median gas
volume density, median kinetic temperature, and median line in-
tegrated intensities). As an estimate of the kinetic temperature,
we take a combination of the dust temperature and the 12CO
excitation temperature as in the Appendix A of Orkisz et al.
(2017): we take the 12CO excitation temperature when it is
above 60 K, and the maximum of the dust temperature and
12CO excitation temperature otherwise.

Figure 18 shows the behaviour of the derived abun-
dance ratios [HCO+]/[C18O], and [CN]/[C18O] as a function
of the G0/nH parameter, which is expected to be the domi-
nant controlling parameter of the physics and chemistry in a
PDR (Hollenbach & Tielens 1997). An increase by about two
orders of magnitude of the HCO+ and CN abundances relative
to C18O can be seen when increasing G0/nH. The abundances
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Fig. 17. Violin plots showing the PDF (blue profiles) and median values (red squares) of the approximate nH (left panel) and G0 (right panel) in
each of the groups CN-1 to 5.
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N(CN)/N(C18O) (middle panel) as a function of the G0/nH ratio for
the five CN groups. The lower panel gives fractional abundances for
each of the three species. A range of values is given for CN and HCO+

when the ionisation fraction is uncertain (with the limits being xe = 0
and xe = 1.4 × 10−4).

relative to C18O seem to reach a constant value at high G0/nH
values in both cases.

Fractional abundances for each of the three species are also
computed relative to the total (dust-derived) column density NH.
These abundances are shown in the lower panel of Fig. 18 as a
function of G0/nH. Both the HCO+ and CN abundances steeply
increase with G0/nH with G0/nH at first (up to G0/nH ∼ 10−2),
before saturating at a nearly constant value up to G0/nH ∼ 10−1.
The C18O abundance smoothly decreases with increasing G0/nH
over the full range of values. This marked difference of chemi-
cal behaviour therefore explains the difference in line intensi-
ties identified by the MeanShift algorithm. The abundances of
CN and HCO+ remain at a high but nearly constant value in
strongly or mildly FUV-illuminated regions, while the C18O
abundance decreases with increasing FUV illumination. The
overbright HCO+ and CN regime found in FUV-illuminated re-
gions is thus caused by a combination of photochemical enrich-
ment in CN and HCO+ and photodissociation of C18O.

6. The Meanshift algorithm, an interesting
clustering method: biases and data requirements

We first present why and how clustering and PCA are comple-
mentary. We then discuss the effects (noise, sampling, dimen-
sionality) that can alter our results.

6.1. On the complementarity of clustering and principal
component analyses

We chose here to use a clustering approach in order to analyse
the structure of the multi-dimensional PDF of several line inten-
sities, based on the idea that this structure can reveal interesting
insights into the physics and chemistry at play. As soon as we use
a dataset with more than two dimensions, visualising the struc-
ture of its PDF becomes difficult, and specific methods must be
used. Each of these methods is usually focused on highlighting
a particular kind of structure, and applying different methods to
the same dataset thus provides complementary results.

For instance, clustering provides a complementary approach
to PCA. On the one hand, PCA highlights the non-sphericity
of the data by revealing the axes of strong covariance or cor-
relation. However, PCA cannot capture non-linear patterns of
co-variations between the intensities. Moreover, PCA highlights
variations around a centre of the dataset (usually the mean),
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which might not be relevant if the data points are gathered in
several natural clusters, with different centres (that is, if the PDF
is multimodal). On the other hand, clustering algorithms aim at
revealing any grouping of the data points in different regions
of intensity space, that is, to reveal multimodality in the (multi-
dimensional) PDF of the data.

By applying PCA to this dataset, Gratier et al. (2017) showed
that column density, volume density, and FUV illumination are
some of the underlying parameters controlling the intensity vari-
ations. And they listed the tracers that are the most affected by
each of these parameters. The clustering analysis we have per-
formed in the present study reveals, in addition, a multimodal-
ity of the line intensity PDF with modes related to the density
and the FUV illumination. In the case of the CO clustering, the
modes of the CO isotopologue PDF are directly related to modes
of the column/volume density PDF, thus revealing the existence
of distinct density regimes in the Orion B cloud. In our cluster-
ing analysis including HCO+ and CN, the transition to a photon-
dominated chemistry leads to a separate mode corresponding to
dense PDRs. In this case, clustering reveals a transition between
two different physical/chemical regimes.

Moreover, both approaches can be used as data compression
methods, in order to reduce the volume of data before applying
some other very time-consuming data analysis. PCA compresses
the dataset by reducing the number of variables characterising
each data point, while clustering can be used as a segmentation
method, discretising the possible values of each variable. Finally,
these two approaches could be combined in future work. One
possibility would be to decompose a multi-line PDF into sepa-
rate components with simpler structure before applying PCA to
each of these components. Alternatively, a PCA analysis could
be performed first to eliminate irrelevant components of the data
(e.g. noise), followed by a clustering analysis restricted to the
relevant features deduced by the PCA.

6.2. What is the impact of noise?

The effect of the measurement noise present in our line-intensity
maps on the results of the Meanshift algorithm can be under-
stood in two ways: 1) Its effect on the data PDF, used by the
Meanshift algorithm to define clusters; and 2) its effect on the
attribution of a given pixel to one of the clusters.

Assuming an identical noise rms,σ, on all datapoints (a good
approximation for this dataset, see Pety et al. 2017), the addition
of Gaussian noise to the true variables replaces the underlying
PDF by an observed PDF that is the convolution of the underly-
ing PDF with a Gaussian of standard deviation σ. This is equiva-
lent to a Gaussian smoothing of the PDF. This effect will mostly
tend to merge some maxima if their separation is too small com-
pared to the smoothing scale (that is, the noise level), rather than
creating artificial maxima. The smoothing effect can also slightly
shift the position of the extrema. But the existence of the clusters
will be unaffected as long as their PDF maxima are well sepa-
rated compared to the smoothing scale.

Noise also alters the boundaries between the clusters. If the
true intensity values of a given pixel place it close enough to a
boundary between clusters in the line space (typically closer than
the noise level), adding noise can move this pixel across the bor-
der, and thus change the cluster to which it belongs. As a result,
noise on the line intensities tends to make the spatial boundaries
between clusters appear noisy (not forming a regular curve on
the map). This effect is more pronounced in regions of the map
where intensity gradients are small. In this case, pixels relatively
far away from the cluster spatial boundary can still be close to

the cluster boundary in the line space and thus be transferred to
another cluster. On the contrary, if intensity gradients are steep
at the spatial boundary, even pixels located just one or two pixels
away from the spatial boundary can be far enough from the clus-
ter boundary in the line space so that noise is unlikely to transfer
them to another cluster. This effect is at play when we include
CN and HCO+ which have low S/Ns on significant fractions of
the map. Relatively noisy boundaries can be seen on the eastern
side of the cloud while the boundaries on the western edge re-
main sharp (cf. Fig. 9). The intensity gradients are indeed much
steeper on the western side of the cloud than on the eastern side.

6.3. What is the impact of limited sampling (field of view)?

The Meanshift algorithm estimates the PDF gradient in the line
space in order to find the PDF maxima, and it needs to estimate
this gradient from a finite sample (the observed dataset). There
are two different aspects here. First, the observed field of view
may be biased towards some values of the parameters that con-
trol the physics or the chemistry. Pety et al. (2017) showed that
this is the case here, as the studied field of view has a large FUV
illumination compared to the ISRF because it includes several
Hii regions. In the ORION-B project, we will increase the ob-
served field of view towards regions of lower FUV illumination
to circumvent this limitation. In the meantime, our clustering
analysis must be interpreted with this limitation in mind.

Second, the gradient estimate can be affected by sampling
noise: a different dataset drawn from the same underlying PDF
(corresponding to this specific field of view) would yield slightly
different gradient estimates, and thus converge towards slightly
different maxima. We chose to use an adaptive bandwidth (so
that the kernel always includes the same number of datapoints),
rather than a fixed bandwidth (which would give better sampled
gradient estimates close to the major PDF peaks than in the tails)
to reduce the impact of this effect. This ensures that the sampling
noise is similar for all gradient estimations, and it avoids finding
sampling-noise-induced artificial maxima in the tail of the PDF.
Having at least a few hundred datapoints in the kernel generally
ensures that the sampling noise has negligible effect.

However, implicitly increasing the kernel bandwidth in low-
density regions of the PDF means a decreased capacity to resolve
small-scale features in the PDF. As a result, PDF maxima corre-
sponding to a small number of pixels (compared to the kernel
size) might be smoothed out unless these pixels have intensities
widely different from all other pixels. This means that our analy-
sis is likely to miss specific physical or chemical regimes if they
occur on too small a region of the map. This was the case in
our tests where we found that dense cores are difficult to capture
as a cluster with the Meanshift algorithm even when including
specific dense core chemical tracers such as N2H+.

6.4. Choice of the number of molecular lines included
in the analysis

In contrast to our PCA study (Gratier et al. 2017), we limited the
clustering analysis to a moderate number of lines (5 at most).
This choice was driven by several considerations.

The first reason is practical. As discussed in Sect. 6.2, while
including low S/N line maps may change the total number of
clusters, the presence of such low-S/N data always degrades the
quality of the cluster boundaries. Well defined clusters with clear
interfaces are only obtained in the regions where all lines have
high S/N. A consequence of using several lower-brightness lines
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at relatively constant noise level (our observing case) is therefore
a reduction of the usable pixels to the regions where all the lines
have high S/N, that is the regions of highest column densities.
This requirement of significant S/N for all line maps limits the
usefulness of the Meanshift algorithm when applying it to a large
set of lines of varying S/N. We thus restricted our study to lines
showing extended emission with high S/N on a large fraction of
the map.

The second reason is more fundamental. In this paper, we try
to understand the physical and chemical processes that regulate
the intensities of the lines used in the clustering algorithm. The
clustering of the CO isotopologue ground-state line maps, com-
plemented by the HCO+ and CN lines, showed two trends. First,
the number of significant clusters increases with the number of
lines because we add lines that exhibit different sensitivities to
the physical or chemical processes at work. Second, the inter-
pretation of a large number of clusters is difficult because the
associated clusters have less data points implying a lower statis-
tical significance of the trends. Moreover, it is difficult to get a
good appreciation of the full distribution of the data over which
the Meanshift algorithm operates in dimensions larger than two
through standard 2D PDFs.

Our experience is thus that it is better to start clustering in
low dimension to understand the sensitivity of the different lines
to the many underlying physical and chemical processes at play
in the ISM. It will then be possible to cluster higher-dimension
data to get a finer segmentation that will depend on the underly-
ing properties that need to be emphasised.

7. Conclusions

In this paper, we present a segmentation of the Orion B molec-
ular cloud into regions of similar molecular emission, in order
to reveal the different physical and chemical phases constitutive
of molecular clouds. We have applied the Meanshift algorithm,
a PDF-based (unsupervised) clustering algorithm defining clus-
ters around the maxima of the PDF, to the (high-dimensional)
multi-line PDF of our dataset. This is the first application of a
clustering analysis based on molecular emission properties only
(and not spatial proximity between pixels) to ISM data.

We first applied the clustering analysis to the maps of the
three main CO isotopologue lines only. While the clustering did
not take the spatial distribution of the CO emission into account,
it highlighted a nested pattern from the outer edges to the in-
nermost parts of the Orion B cloud. Comparison with an ap-
proximate volume density map showed that the clusters have
increasing typical volume densities with significant grouping at
densities of 100, 500, >1000 cm−3. The CO isotopologue maps
alone were thus found to be sufficient to reveal the existence of
the diffuse, translucent and high-column-density regimes. Sim-
ple LTE radiative transfer modelling implies that the gas emit-
ting the 12CO (1–0) line is more extended than the gas emit-
ting the 13CO/ C18O (1–0) lines. It is thus impossible to use the
flux ratio of these lines to try to infer the [ 12CO]/[ 13CO] and
[ 12CO]/[ C18O] abundance ratios.

In the densest regime, an additional separation of the PDF
in two distinct tails was found, which we could associate to
FUV-illumination effects. Comparison with LTE radiative trans-
fer models shows that this distinction is related to the presence
of a warmer 12CO-traced surface layer and higher than usual
[ 13CO]/[ C18O] ratios, which can both be explained by the in-
creased FUV illumination caused by the nearby Hii regions. It
however proved insufficient to get a satisfactory separation of
the FUV illuminated regions.

We thus added two FUV-sensitive tracers (the (1–0) lines
of HCO+ and CN) to the CO isotopologues, and performed a
second clustering analysis. This analysis revealed a similar sep-
aration into increasing density regimes, but captured finer dis-
tinctions at higher density (nH ∼ 104 and 5 × 104 cm−3) due to
the high critical density of the added tracers. Pety et al. (2017)
have however shown that about half of the HCO+ flux over the
observed field of view is coming from diffuse and translucent
regions, implying that the use of the HCO+ line intensity as a
tracer of high density gas (>∼104 cm−3) in unresolved GMC ob-
servations is questionable.

Moreover, the clustering also revealed the existence of an-
other clear separation of the data at high column density. On
the one hand, part of the data presents a CN and HCO+ (1–0)
emission that is overly bright with respect to the C18O (1–0).
This data also shows a high CN/HCO+ intensity ratio. The as-
sociated lines of sight form the dense PDR regions around the
star forming regions NGC 2023 and NGC 2024, and on the Orion
B western edge illuminated by σ Ori (including the Horsehead
PDR). On the other hand, other high-column-density lines of
sight have low CN/ C18O, HCO+/ C18O, and CN/HCO+ inten-
sity ratios. These lines of sight correspond to the FUV-shielded,
dense regions in the inner parts of Orion B. Non-LTE models
show that this distinction is related to a clear increase of the
[HCO+]/[ C18O] and [CN]/[ C18O] abundance ratios with G0/nH.

Our clustering analysis based on the (1–0) lines of the CO
isotopologues, HCO+ and CN, thus managed to both capture
finer density categories in the densest regions, and to reveal the
existence of two distinct chemical phases (characterised by dif-
ferent abundance ratios) corresponding to FUV-induced photo-
chemistry and shielded-gas chemistry. This exposes the wealth
of physical and chemical information that can be inferred from
molecular tracers when powerful statistical methods (as the
Meanshift algorithm) are applied to large amounts of data. One
of the next steps in the ORION-B project is to stack the spectra
inside each of the clusters found here, to better characterise the
molecular content of each regime using the whole information
available in the 3 mm band.
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Fig. A.1. Steps to statistically derive an approximate volume density from the column density under the assumptions of isotropy and of nested
distributions of increasing density. Panel a: spatial distribution of the column density of gas as deduced from the spectral energy distribution of
the dust continuum emission. Panel b: surface area of the observed field of view that has a column density larger than a lower limit. Panel c:
typical depth (square root of the previous surface) associated with a given column density. Panel d: typical volume density associated with a given
column density. The contour levels in panel a and the dashed vertical lines in panels b to d take the column density values corresponding to a visual
extinction of 2, 6, 18, 54, and 162 mag.

Appendix A: Column density and approximate
volume density

In this section, we explore whether the assumptions of isotropy
and of a nested distribution of volume density (density smoothly
increasing from the outer regions to the inner parts of the cloud)
can be used to derive an approximate volume density from the
spatial distribution of the column density. After a discussion of
the spatial and statistical distributions of the column density, we
use the above assumptions to derive an approximate volume den-
sity. We then compare the derived values to previously published
measures of the density in this field of view to understand the
limits of the method and to estimate its accuracy.

Figure A.1 shows the spatial (panel a) and statistical (panel
b) distributions of the gas column density deduced from the dust
continuum emission (see Sect. 2.2). The targeted region exhibits
a large range of column densities. There is slightly more than a
factor of 100 between the minimum and maximum values. A hy-
pothesis of nearly constant gas volume density would imply that
the high-column-density regions should be about one hundred
times deeper than the low-column-density ones, which would re-
quire an unrealistic cloud geometry. Moreover, the spatial distri-
bution of the column density shows a nested pattern. Indeed the
highest-column-density contours are surrounded by the smaller-
column-density ones. This is also easily seen on the column den-
sity PDF (Fig. 1), which shows a faint tail at high column density.
Higher-column-density regions must thus be less extended along
the line of sight (according to our isotropy hypothesis), and as a
consequence be associated with higher volume densities, at least
in the statistical sense.

Assuming the simplest possible hypotheses about the spatial
distribution of volume density, that is the hypothesis of no
privileged direction and nested increasing volume density, we
estimate the typical lengthscale l of regions with a given column
density value x as the square root of the projected surface area
where NH ≥ x. Pixels with NH are then given the volume density
nH = NH/l. This procedure is illustrated in the last three panels
of Fig. A.1. This reasoning assumes a one to one correspon-
dence between a column density and the approximate volume
density. We only expect this relationship to hold in a statistical

sense: it may not be valid pixel by pixel but we expect it to cor-
rectly represent the range of volume densities at a given column
density.

In order to estimate the accuracy of this estimate, we gath-
ered volume density estimations from the literature at posi-
tions within our field of view, and derived from a variety of
different methods. From the catalogue of cores of Kirk et al.
(2016) (SCUBA dust emission observations), we derived core
masses from their Eq. (3) (using the background-substracted
fluxes), and we complemented the mass value with their mea-
sured size to yield volume densities. We completed this sample
with a few density estimates at particular positions. The vol-
ume density of the diffuse foreground gas of HD 38087 was
derived by Martin-Zaïdi et al. (2008) from H2 UV absorption
lines through the use of PDR models. The volume densities for
two positions in NGC2024 was inferred from H2CO emission
lines (McCauley et al. 2011). And the volume densities in the
B33-SMM1 and B33-SMM2 cores in the Horsehead were de-
rived from dust emission observations (Ward-Thompson et al.
2006). Figure A.2 shows our volume density estimates compared
to the ones from the literature. In addition, the red points and
their error bars show the average of our density estimate in log-
spaced bins of the literature density values.

On average, our density estimate is within a factor of 3
of the densities from the literature, with a typical scatter of
one order of magnitude. For the diffuse medium data point of
Martin-Zaïdi et al. (2008), we find a density ∼10 times larger.
This is consistent with the typical scatter, but could also come
from a bias of our estimate at low densities, as our lengthscale
estimate is limited to the size of our field of view while diffuse
medium might span larger scales. We note that our estimate is
however qualitatively correct by predicting a diffuse-medium-
like density at this position.

As an additional check, we consider a simple analytical ex-
ample: a spherically symmetrical cloud whose volume density
profile is

n(r) = n0

1 +
r2

r2
0

− 1+α
2

with α ≥ 1, (A.1)
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Fig. A.2. Approximate estimation of the volume density as a function of
independent estimations from the literature. The solid black line shows
a perfect one-to-one relationship, while the red points and their error
bars show the bin averaged relationship. The horizontal and vertical er-
ror bars indicates the bin size and the interquartile interval, respectively.

(used for instance in Krčo & Goldsmith 2016). This corre-
sponds to an observed column density profile

N(r) =
n0r0Γ(α2 )

√
π

Γ(α+1
2 )

1 +
r2

r2
0

− α
2

· (A.2)

Our simple estimate of the volume density would yield at a dis-
tance r from the cloud centre

nestimate(r) =
N(r)
√
πr2
· (A.3)

The ratio of the two values,

nestimate(r)
n(r)

=
r0

r

√
1 +

r2

r2
0

Γ(α2 )

Γ(α+1
2 )

, (A.4)

is shown on Fig. A.3 for different values of α. Our estimation
ranges from 0.8 to 2.5 times the true density value for all estima-
tion scales larger than the typical scale r0 and it diverges when
the estimation scale is much smaller than r0. This comes from
the fact that the surface estimate describing the scale of the inner
region goes to zero close to the centre. However, the spatial res-
olution of our data (60 mpc) avoids the regime r � r0. Indeed,
our comparison to literature values does not show any dramatic
overestimation for the high-column-density pixels.

In conclusion, the method proposed here provides a reason-
able estimate in a statistical sense with a bias of a factor 3 at
most and a typical scatter of one order of magnitude. It can thus
be trusted for order-of-magnitude comparisons. Moreover, this
estimation of the volume density map is completely independent
from the clustering analysis presented in this paper, and is only
used to help in the interpretation of the clustering analysis.

Appendix B: Impact of the number of neighbours
on the number of clusters

In the Adaptive Meanshift algorithm, kneighbors controls the size
of the adaptive bandwidth of the smoothing kernel: for each
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Fig. A.3. Approximate density estimate divided by the true density for
different analytical spherical density profiles as a function of distance to
the centre.
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Fig. B.1. Variation of the number of clusters found Nclusters with the
number of neighbours kneighbors in the adaptive kernel of the Meanshift
algorithm, when applied to the three CO isotope lines only.

datapoint the bandwidth is automatically adjusted to include its
kneighbors nearest neighbours. As a result, this parameter controls
the degree of smoothing applied to the PDF gradient estimate,
while ensuring equal sampling in the peaks and tails of the PDF.

Most of the time, increasing kneighbors will result in a decrease
in the number of clusters found by the algorithm as local max-
ima are merged by the increased smoothing. As discussed in
Sect. 6.3, too low a value of kneighbors results in finding artifi-
cial maxima caused by the sampling noise. A very large value
will smooth the data PDF to a single peak with the shape of the
kernel. When decreasing kneighbors from this large value, the most
well separated maxima of the PDF will be distinguished first,
then maxima that are weaker or close to the highest maxima.

The first maxima that appear are thus likely to correspond
to the strongest physical distinctions, and the following ones to
subtler and subtler distinctions (until artificial maxima caused by
sampling noise start to appear). As a result, the choice of kneighbors
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is mostly a choice of the level of detail we want in our analysis,
as long as it is large enough to get rid of sampling noise effects.

Figure B.1 shows the variation of the number of clusters
found as a function of kneighbors, for the clustering analysis of the
three CO isotopologue lines (cf. Sect. 4). We see a flat plateau
close to 10 clusters starting from kneighbors > 1200, indicating that
these clusters are more strongly separated than the ones appear-
ing at lower values of kneighbors (they do not disappear with in-
creased smoothing until much larger smoothing). We thus chose
a value corresponding to this plateau.

Appendix C: Characteristic intensities
in the clusters

Table C.1 lists characteristic intensity values of the three CO iso-
topologues for the clusters derived from CO isotopologues only.
The values given correspond to the mean, median, standard devi-
ation inside each cluster, as well as the most represented intensity
of the cluster (i.e., the PDF local maxima). The cluster’s most
represented intensity is generally fainter than the cluster median
and mean. This is a natural consequence of the asymmetry of the
PDFs that have extended high intensity tails.

Similarly, Table C.2 and C.3 give the characteristic intensity
values (median, mean and standard deviation) for the groups of
clusters HCO+-1 to 7 and CN-1 to 5.

Appendix D: Details of the CO LTE modeling

Here, we describe the details of the modeling that allows us
to derive the physical and chemical conditions discussed in
Sect. 4.4.

D.1. Parametrization

The intensity integrated over the line profile is defined as

Ii j = T B
i j wi j, (D.1)

with i j = 12, 13, and 18 for the 12CO, 13CO, and C18O (1–0)
lines, respectively. In this equation, T B

i j is the LTE intensity that
is defined as

T B
i j = T 0

i j

[
1 − exp

(
−τi j

)] 
1

exp
(

T 0
i j

T exc
i j

)
− 1
−

1

exp
(

T 0
i j

Tcmb

)
− 1

 ,
(D.2)

where τi j is the opacity at the line center, Tcmb = 2.73 K is the
cosmic microwave background temperature, and T 0

i j = h ν/kB

(=5.53 K for 12CO (1–0), 5.29 K for 13CO, and 5.27 K for
C18O).

Assuming LTE, we will parametrize the modeled curves with
increasing kinetic temperature (T kin) at constant 13CO opacity

T exc
13 = T exc

18 = T kin
min + (T kin

max − T kin
min)

i − 1
n − 1

with 1 ≤ i ≤ n.

(D.3)

Moreover, we will use the additional freedom to have a higher
excitation temperature for 12CO, i.e.,

T exc
12

T exc
13

= cste ≥ 1. (D.4)

The variation of the opacity with the temperature is computed
using the opacity at 20 K as reference, i.e.,

τi j = τ20 K
i j

20 K
T exc

i j




1 − exp
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T 0
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 (D.5)

with
τ12

τ13
=

Nmin( 12CO)
N( 13CO)

, (D.6)

and
τ13

τ18
=

N( 13CO)
N( C18O)

=
[ 13CO]
[ C18O]

, (D.7)

where N(CO) is the column density of each CO isotopologue (in
fact, a lower limit for 12CO), and [CO] is the abundance rela-
tive to H2 of each CO isotopologue. Only the I(13CO)/I(C18O)
can be interpreted in terms of relative abundances because the
emission of these isotopologues is probably co-spatial, while
the 12CO line is mainly sensitive to the foreground part of the
emission.

The second factor on the right-hand side of Eq. (D.1) takes
care of the integration over a Gaussian line profile, including the
opacity broadening term

wi j = FWHM

√√√√√√√√ 1
log 2

log


τi j

log
[

2
1+exp(−τi j)

]
, (D.8)

where FWHM is the measured linewidth of the Gaussian profile
for an optically thin line. As we limited the range of velocity
over which we integrate the CO lines to ∆v, we saturate wi j as
follows

wi j = ∆v where wi j > ∆v. (D.9)

D.2. Impact of each input parameter

Here, we describe the specific influence that each input param-
eter has on the curves in the histograms of Fig. 8. At constant
13CO opacity, a change of the line FWHM has an homothetic
effect on the modeled curves in the intensity vs. intensity his-
tograms: the higher the FWHM, the larger the amplitude of the
curve. Limiting the interval of velocity over which we integrate
quickly leads to a saturation of the 13CO integrated intensities.
This is the reason why the upper edge of the 13CO vs. 12CO
histogram is relatively sharp. This effect is less obvious for the
12CO line because the opacity is so large that the line is al-
ready saturated. Saturation of the 13CO emission also explains
the range of observed values of CO isotopologue ratios (bot-
tom left panel). When both 12CO and 13CO get saturated the
intensity ratio is mainly controlled by the ratio of the excitation
temperatures, with a modest influence of the opacity broadening
term.

The minimum kinetic temperature sets the lower edge of the
histogram of 13CO vs. C18O. Using a lower temperature would
result in curves that go beyond the observed minimum 13CO
intensity for each given C18O intensity. The maximum kinetic
temperature controls the regions of low intensities at low column
density for all three isotopologues. In other words, we do not
populate correctly the low intensity part of the histogram when
the maximum temperature is too low.
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Table C.1. Characteristic line intensities in each CO cluster: PDF maximum of the cluster, median value, mean value, and standard deviation.

Cluster CO-1 CO-2 CO-3 CO-4 CO-5 CO-6 CO-7 CO-8 Global
Nb. of pixels 47 440 4943 14 352 13 336 14 109 24 769 15 625 6476 141 050

12CO center 1.3 13.1 20.8 37.7 45.4 56.7 59.6 93.5
median 2.1 16.1 27.3 38.8 49.2 61.5 66.0 96.1 35.5
mean 3.2 16.1 27.4 38.6 48.9 64.1 69.3 97.9 36.4
std 2.9 1.9 4.8 5.0 7.2 14.6 15.6 10.5 30.3

13CO center 0.2 0.8 1.3 3.1 5.0 7.8 13.8 15.2
median 0.3 1.0 2.1 4.2 6.1 10.4 18.1 20.8 3.6
mean 0.4 1.1 2.2 4.4 6.3 10.4 21.5 21.5 6.6
std 0.3 0.4 0.8 1.4 1.6 2.3 9.7 5.2 8.2

C18O center 0.0 0.0 0.0 0.1 0.1 0.3 0.8 0.6
median 0.0 0.0 0.1 0.1 0.2 0.5 1.6 1.1 0.2
mean 0.0 0.0 0.1 0.1 0.3 0.5 2.3 1.3 0.4
std 0.1 0.1 0.1 0.2 0.2 0.3 1.7 0.6 0.9

Notes. All values are in K km s−1.

Table C.2. Characteristic line intensities in each HCO+ group: median value, mean value, and standard deviation.

Group HCO+-1 HCO+-2 HCO+-3 HCO+-4 HCO+-5 HCO+-6 HCO+-7 Global
Nb. of pixels 53 049 21 998 20 541 25 681 15 885 2926 970 141 050

12CO median 2.3 30.7 47.8 60.1 85.0 78.9 95.2 35.5
mean 5.7 29.4 47.2 60.2 84.2 81.6 98.7 36.4
std 8.7 8.2 8.3 11.2 17.2 16.2 15.0 30.3

13CO median 0.3 2.5 6.1 11.7 17.7 27.1 38.0 3.6
mean 0.6 2.9 6.2 11.7 18.3 27.8 39.7 6.6
std 1.0 1.7 2.1 3.7 9.2 4.2 6.6 8.2

C18O median 0.02 0.07 0.2 0.6 1.1 3.3 5.8 0.2
mean 0.02 0.08 0.3 0.7 1.3 3.5 5.9 0.4
std 0.2 0.2 0.2 0.5 1.2 0.8 1.1 0.9

HCO+ median 0.2 0.5 0.9 1.3 2.6 3.6 5.4 0.7
mean 0.3 0.5 0.9 1.4 3.0 4.0 6.3 1.1
std 0.6 0.3 0.4 0.5 1.6 1.3 2.5 1.3

CN median 0.07 0.09 0.3 0.4 1.1 1.2 1.9 0.2
mean 0.1 0.09 0.3 0.5 1.4 1.3 2.2 0.4
std 0.3 0.3 0.3 0.3 1.3 0.5 0.8 0.7

Notes. All values are in K km s−1.

The N( 12CO)/N( 13CO) column density ratio controls the
observed lower edge of the associated intensity vs. intensity his-
togram. A too low value underestimates the 13CO intensity at
constant 12CO intensity and vice versa. In a similar way, the
[ 13CO]/[ C18O] abundance ratio controls the observed upper
edge of the associated intensity vs. intensity histogram.

Finally, the ratio of the T exc
12CO/T

exc
13CO excitation temperatures

controls the 13CO “width” of the curves. A higher T exc
12CO/T

exc
13CO

implies both a lower and higher 13CO intensity (at low and high
T exc

13CO value) for the same 12CO intensity. In other words, a
higher T exc

12CO/T
exc
13CO would less well describe both the lower and

upper edge of the 13CO vs. 12CO histogram if all other param-
eters stay constant. A higher T exc

12CO/T
exc
13CO also implies a higher

slope of the 13CO/ C18O vs. 12CO/ 13CO curves.

Appendix E: Details of the CN, HCO+, and C18O
RADEX modeling

Here, we describe the detail of our modeling approach for de-
riving the HCO+ and CN abundances and abundance ratios dis-
cussed in Sect. 5.3.4.

E.1. RADEX non-LTE radiative transfer models

The radiative transfer modeling is subtle for two reasons. First,
the critical densities of C18O, HCO+, and CN (for collisional
excitation with H2) differ by two to three orders of magnitude
(∼2 × 103, 2 × 105, and ∼2 × 106 cm−3, respectively). The emis-
sion of C18O is mostly thermalized in all groups (except CN-1).
In contrast, the excitation of HCO+, and CN is subthermal. We
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Table C.3. Characteristic line intensities in each CN group: median value, mean value, and standard deviation.

Group CN-1 CN-2 CN-3 CN-4 CN-5 Global
Nb. of pixels 84 631 36 638 6991 11 820 970 141 050

12CO median 7.6 56.2 68.6 91.9 95.2 35.5
mean 17.0 55.4 70.7 91.5 98.7 36.4
std 17.8 12.9 12.0 14.8 15.0 30.3

13CO median 0.6 9.9 20.6 17.2 38.0 3.6
mean 1.9 9.9 21.5 18.8 39.7 6.6
std 2.4 4.3 4.9 10.9 6.6 8.2

C18O median 0.05 0.5 2.0 0.8 5.8 0.2
mean 0.06 0.6 2.3 1.3 5.9 0.4
std 0.2 0.5 1.1 1.4 1.1 0.9

HCO+ median 0.3 1.2 2.3 3.0 5.4 0.7
mean 0.4 1.3 2.7 3.4 6.3 1.1
std 0.5 0.5 1.3 1.7 2.5 1.3

CN median 0.08 0.4 0.8 1.3 1.9 0.2
mean 0.1 0.5 0.9 1.7 2.2 0.4
std 0.3 0.3 0.4 1.4 0.8 0.7

Notes. All values are in K km s−1.

Table E.1. Median gas volume density, gas temperature, C18O, HCO+, and CN integrated intensities and associated column densities derived from
RADEX models for each CN group.

Median nH Median T Median NH Median I(C18O) Median I(HCO+) Median I(CN) N(C18O) N(HCO+) N(CN)
[cm−3] [K] [cm−2] [K km s−1] [K km s−1] [K km s−1] [cm−2] [cm−2] [cm−2]

1 2.2 × 102 24 3.7 × 1021 4.9 × 10−2 3.3 × 10−1 7.9 × 10−2 1.3 × 1014 2.1 × 1013b 5.0 × 1014b

2 8.6 × 102 28 9.3 × 1021 4.7 × 10−1 1.2 4.4 × 10−1 5.1 × 1014 2.8 × 1013b –1.5 × 1014a 8.9 × 1014b –4.4 × 1015a

3 3.8 × 103 29 1.9 × 1022 2.0 2.3 7.6 × 10−1 1.8 × 1015 7.7 × 1013a 2.0 × 1015a

4 2.5 × 103 42 1.6 × 1022 8.3 × 10−1 3.0 1.3 6.7 × 1014 3.9 × 1013b –1.4 × 1014a 1.3 × 1015b –4.6 × 1015a

5 4.1 × 104 39 6.6 × 1022 5.8 5.4 1.9 1.1 × 1016 2.2 × 1013a 5.7 × 1014a

Notes. (a) RADEX result for xe = 0. (b) RADEX result for xe = 1.4 × 10−4.

thus use a non-LTE radiative transfer approach. Second, colli-
sions with electrons can dominate the excitation of high dipole
moment species such as CN and HCO+ in regions where the
electronic fraction is high enough (Black & van Dishoeck 1991;
Liszt 2012; Goldsmith & Kauffmann 2017). This effect can be
important for the regions of low visual extinction, e.g., groups
CN-1 and to a lesser extent CN-2, and for the highly FUV-
illuminated PDRs of group CN-4.

We used the RADEX code (van der Tak et al. 2007) which
uses the escape probability approach of Sobolev (1960) to com-
pute the non-LTE level populations and the emission from a
region of given temperature and volume density of collision
partners within a given velocity interval. The position-position-
velocity data suggest to use a linewidth of 1 km s−1. The cross-
section coefficients for collisional excitation are obtained from
the LAMDA database2. The coefficient data for collisional ex-
citation of C18O, HCO+, and CN with H2 were computed by
Yang et al. (2010), Flower (1999), and Lique et al. (2010), re-
spectively. The data for the excitation by electrons were com-
puted by Faure & Tennyson (2001), Fuente et al. (2008) for
HCO+, and Allison & Dalgarno (1971) for CN.

2 http://home.strw.leidenuniv.nl/~moldata/

For each CN group, we ran RADEX models for the me-
dian values of the volume density and temperature correspond-
ing to each group, and we adjusted the column densities of C18O,
HCO+, and CN to best reproduce the median line intensities. As
electrons may be important for the collisional excitation of high
dipole moment molecules, we used two hypotheses for the elec-
tron fraction: (1) The electron fraction xe is 0 and only H2 con-
tributes to the excitation; (2) The electron fraction is set by the
ionisation of all carbon atoms and xe = 1.4 × 10−4. Case (2)
was computed only for groups where this hypothesis can be rel-
evant : CN-1, 2 and 4. For the diffuse medium of group CN-1,
case (2) is a good hypothesis and we take only the correspond-
ing column density values. In group CN-2 and CN-4 however,
the electronic fraction is more uncertain, and we give a range of
values corresponding to the extreme cases (1) and (2). We as-
sumed a negligible electronic fraction in the other groups.

E.2. Uncertainties

We estimated the uncertainties on the median line intensities
by two different methods. First, we used a perturbative Monte
Carlo approach. We produced 1000 perturbed datasets (where
Gaussian noise is added to each pixel’s intensities according to
the local noise rms). We then computed the median intensities
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inside each group. And we finally took the standard deviation
of these results as the uncertainty on the median intensity. Sec-
ond, we used a bootstrapping method (Feigelson & Babu 2012).
We produced 1000 bootstrapped datasets of the same size as the
original one (drawing with replacement from the initial dataset).
And we took the standard deviation of the medians of these
datasets. Both approaches give similar uncertainties. The rela-
tive (1σ) uncertainties are below 2% for all groups and for the
three molecular lines considered here.

Due to the large number of pixels in each group, the median
values are highly statistically significant, even in group CN-1
where the three lines stay undetected in most pixels. However,
potential unknown biases in the integrated intensities (baseline
distortion, etc.) are not taken into account. As a result, the me-
dian values for group CN-1 are less reliable than for the other
groups. Our estimates of the volume density and kinetic temper-
ature are likely to suffer from global biases. We thus did not try
to estimate a noise-associated uncertainty for these quantities.

E.3. Column densities

Figure E.1 illustrates how the column densities were derived
from the radiative transfer models. Table E.1 lists the median
input data and the output results. For C18O, the curves of all
groups are roughly superimposed (thermalized emission) and the
derived column densities are mostly proportional to the median
intensities of the groups. In contrast, the intensity vs. column
density relations are strongly dependent on the median density
of the group for HCO+ and CN. For HCO+ and CN, the exci-
tation is subthermal, and closer to the weak excitation regime
of Liszt & Pety (2016). As a result, the intensity-column density
relations are strongly dependent on the median volume density
of the group (in the weak excitation regime, the intensity is pro-
portional to the product of column density and volume density).
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Fig. E.1. Line intensity as a function of column density for non-LTE
radiative transfer models at the median gas volume density and temper-
ature for each CN group. The full and dotted lines assume a ionisation
fraction of 0 and 1.4 × 10−4, respectively. The horizontal dashed lines
represent the median observed intensity computed for each group. The
symbols show the best column density for each group according to the
RADEX models, with full circles for models with xe = 0 and open
squares for xe = 1.4 × 10−4.
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